Selective scenarios for the emergence of natural language
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The recent blossoming of evolutionary linguistics has resulted in a variety of theories that attempt to provide a selective scenario for the evolution of early language. However, their overabundance makes many researchers sceptical of such theorising. Here, we suggest that a more rigorous approach is needed towards their construction although, despite justified scepticism, there is no agreement as to the criteria that should be used to determine the validity of the various competing theories. We attempt to fill this gap by providing criteria upon which the various historical narratives can be judged. Although individually none of these criteria are highly constraining, taken together they could provide a useful evolutionary framework for thinking about the evolution of human language.

Introduction

The issue of the origin of human language is regarded by some as the hardest problem in science [1], partly because three timescales [those of phylogeny, ontogeny and learning (cultural transmission)] are involved. The problem is exacerbated by that fact that this transition is unique, given that it has occurred in only one lineage [2]. Human language is also a novel inheritance system [3], which has opened up the possibility for cumulative cultural evolution [4]; it has enabled the emergence of a complex society that rests on the negotiated division of labour and on the collaboration of large non-kin groups [5,6]. The issue of the origin of human language has thus provided fertile ground for speculation, and various alternative theories have been proposed (Box 1).

The main reason why this issue remains is that we know little not only about the first steps of the evolution of human language, but also the relevant anatomy and genetics of humans that first started to use it. To give a detailed list of the still-unresolved questions about language evolution is outside the scope of this review; however, the crucial ones include: in what context did language evolve? What was such communication about? What were the first words? What cognitive skills are sufficient and necessary for language to evolve? What are the neurobiological features of the brain that enable humans to acquire and process language so efficiently? What is the exact genetic background of human language? What part of human language is genetically determined (if any) and what parts are transmitted culturally? Finally, why is human language unique, that is, why did our ancestors use a conventional communication system instead of the traditional self-reporting signals used by most animals, and why do no other living species have a comparable means of communication?

These issues can be grouped according to whether they concern the relevant anatomy of early hominins or the relevant social structure, hence the context versus content of communication. Such a grouping relates to whether the evolution of human language was variation- or selection-limited, although a transition (such as the emergence of the genetic code, or eukaryotic sex) can be limited simultaneously by unlikely variation (e.g. evolution of novel cell-cycle proteins) and special selective requirements (e.g. favoring regularly alternating ploidy levels) [7] (see [2] for a discussion on major transitions).

Variation versus selection limitation

A transition is variation limited when the available genetic variation in the given lineage does not offer even a partial solution to the problem at hand, and it takes a considerable time (in evolutionary terms) for the necessary variation to arise. By contrast, a transition is selection limited if the necessary genetic prerequisites of a possible transition are present, but the given transition is not selected for as this would require a specific ecological or social context. For example, the origin of the eukaryotic cell is thought to have been variation limited [8].

Was the evolution of human language variation or selection limited? First, primates can learn rather well as evidenced by the cognitive capacities of some great apes [9], whereby they are able to learn a vocabulary of lexicon (be it a sign language or lexigrams) of up to several hundreds of words, and can use this in a flexible way, combining words in a novel way in novel situations; they also show some understanding of novel sentences [9]. These are impressive skills, even if their production ability is more limited compared with their understanding. Second, given that the chimp and human genomes (setting neutral variations aside) are so similar [10], it might be that relatively few (probably regulatory [11]) genetic changes were involved in the evolution of language (Box 2). Investigating the history of evolution shows that a highly complex organ (e.g. the eye) or behaviour (e.g. flight, sociality or reproductive division of labour) can evolve several times, provided that there is robust selection pressure for it; such examples also offer striking cases of evolutionary convergence [12]. This
Adaptationist approach: seeks to explain behavioural or morphological features of organisms in terms of adaptations to the living or non-living environment; that is, these features can be observed because they confer a fitness advantage to the organism. This assumption is the heart and soul of darwinian evolutionary theory, but it does not necessarily apply to all features.

Concordance: twins are concordant for a trait if either both or neither express the trait. Twins are discordant for a trait if it is exhibited by only one twin.

Conflict of interest: players rank differently the possible outcomes of an interaction.

Conventional communication system: a communication system using conventional signals (i.e. symbols).

Domain general cognitive skills: a cognitive skill that is not a specific adaptation to a specific task (such as linguistic performance, decision making, or resolution of social conflict); but is used in several or all different domains (such as memory).

Domain specific cognitive skills: cognitive skills that evolved in response to a specific problem, such as the homing instinct of pigeons or cheater detection in some primates (including humans).

Evolutionarily stable strategy (ESS): a strategy that, if all the members of the population play it, then no other mutant strategy can invade.

Equilibrium cost: cost of signals paid when all members of the population play the ESS.

Gestural communication: non-verbal communication that should not be confused with sign languages. Gestures confer additional information about the motivation, emotional state, feelings of the signaller, and can act as ‘meta-signals’ by altering the meaning of verbal communication (e.g. smiling, grinning or head-shaking).

Groundedness: the ability of the agents to relate the sign to the (external) referent by non-verbal means (e.g. by pointing).

Honest signalling: when signals reveal the relevant quality of the signaller to the receiver.

FLB: the faculty of language in the broad sense: that is, aspects shared by other faculties or that can be found in other organisms (e.g. voluntary control over signal production or vocal imitation and invention).

FLN: the faculty of language in a narrow sense: that is, unique aspects of language (recreation).

Major transitions: radical changes in evolution in the way that heritable information is stored, used and transmitted. Usually accompanied by the formation of higher levels of evolution. Local interactions and division of labour and/or a combination of functions also have an important role.

Naming game: a game in which agents have to evolve a shared set of conventions to name frequently observed features in their environment.

Non-adaptationist approach: an approach that argues that some behavioural or morphological features cannot be explained as being adaptations; instead some (perhaps many) features arise as byproducts of physical or biological constraints, or are neutral in terms of fitness.

Other-reporting signals: signals that carry information about the (living or non-living) environment; only a small fraction of animal signals fall into this category, mostly notably the ‘dance’ of honeybees and the alarm calls of vervet monkeys.

Selection-limited transition: the necessary pre-requisites of a possible transition are present, yet the given transition is not selected for, because to do so requires a special ecological or social context.

Self-reporting signals: signals that carry information about the state, motivation or future behaviour of the signaller; most signals used by animals fall into this category.

Sign languages: symbolic communication system built on visual instead of vocal signs. They are the visual equivalents of spoken languages, and should not be confused with gestures.

Spandrels: an unselected trait that is a byproduct of some other trait that is selected; a favourite example of non-adaptationists.

Variation-limited transition: a situation in which the available genetic variation in the given lineage does not offer even a partial solution to the problem at hand, and it takes a considerable time (in evolutionary terms) for the necessary variation to arise.

Language

The nativist paradigm argues that language capacity is a collection of domain-specific cognitive skills that is unique to humans and that is somehow encoded into our genome. Perhaps the most famous proponent of this approach is Noam Chomsky, who coined the term ‘language organ’ and argued in favour of the uniqueness and the innateness of human linguistic skills [40]. Most the biologists agree with Chomsky on this issue [2,37,41–43]. The empiricist paradigm, however, argues that linguistic performance by humans can be explained with domain-general learning techniques [44].

Language evolution

Non-adaptationist accounts of language evolution rely heavily on so-called ‘spandrels’ [45]. The idea is that language or linguistic skills evolved not because it gave a fitness advantage to its users, but because it was a side effect of other skills (some argue that recursion was used in some other domain, such as social cognition, and was taken over by language later [46]), as spandrels are a side effect of architectural constraints. Chomsky again has a prominent role in this debate as the protagonist of the non-adaptationist approach. In the latest reworking of the theory [46], Chomsky and colleagues distinguish between the so-called ‘FLB’ and ‘FLN’ of language (see Glossary). They argue that FLB consists of skills that evolved in other animals as well as in humans, whereas FLN consists of only one skill (merge), which evolved in a different (unspecified) context and was then co-opted for linguistic use. However, that European starlings appear able to recognise context-free grammatical structures (i.e. hierarchical syntax [47]) is somewhat contrary to Chomsky’s position, given that it shows that a precursor (i.e. recognition of hierarchical, phrase-structure grammar) of the skill they have assigned to FLN (recognition and production of hierarchical syntactical structures through the ‘merge’ operation) has evolved independently in other animals too.

The first adaptationist account of human language was by Darwin [48], later defended by Pinker and Bloom [42] in their influential paper about the darwinian account of language. More specifically, these authors argued that language, as any complex adaptations, can only be explained by means of natural selection. This paper catalysed many linguists and biologists to study language and language evolution from the perspective of evolutionary biology and was promoted by many influential publications [2,37,40,50]. Most recently, Jackendoff and Pinker [43] made a forceful defence of the adaptationist paradigm in response to Chomsky and colleagues [46].

Language and language evolution can be divided into two sets of hypotheses: a nativist versus empiricist account and a non-adaptationist versus adaptationist account, respectively (K. Smith, PhD Thesis, University of Edinburg, 2003).

The context of language evolution

Most of the theories that suggest a given context for the evolution of human language attempt to account for its functional role (Box 3). Given that, functionally, all of these theories are more or less plausible, it is almost impossible to decide on their usefulness based only on this criterion. However, recent game theoretical research can help us to evaluate various contexts. These criteria concern the interest of communicating parties and the cost of equilibrium signals.

The central issue is whether early linguistic communication was honest. If signal cost is the same for all signallers, then honest cost-free signalling can be
about the evolution of such systems of communication, used otherwise.’’ [16] Although theory so far says nothing able aspects of conflicting interest; ‘costly’ signals will be communicating about (i) coincident interest or (ii) verifi-

punished (which is a non-trivial assumption). Thus, one However, this solution assumes that dishonest signallers a cost function is to punish dishonest signallers[16].

evolutionarily stable only if there is no conflict of interest between the participants [13]. If the cost of signals varies with the quality of the signaler, then the situation is more complicated. In this case, it is possible to construct cost functions that give an arbitrarily low cost at equilibrium even if there is a conflict of interest [14–16] (Box 4). In case of human language, the most obvious way to construct such a cost function is to punish dishonest signalers [16]. However, this solution assumes that dishonest signalers can, on average, be detected (i.e. signals can be cross-checked); it also assumes that dishonest signalers are punished (which is a non-trivial assumption). Thus, one can conclude that, “conventional’’ signals will be used when communicating about (i) coincident interest or (ii) verifiable aspects of conflicting interest; ‘costly’ signals will be used otherwise.” [16] Although theory so far says nothing about the evolution of such systems of communication, there are a few computer simulations that suggest that honest cost-free communication evolves only if there is shared interest between the participants [17–19].

What does this tells us about the emergence of human language? The production cost of speech or gesturing appears to be low [4], thus human language consists of cost-free or low-cost signals at equilibrium (not counting time constraints). Thus, based on the above criteria, one should favour either those theories that propose a context with no conflict of interest (e.g. hunting, tool making, motherese, grooming or the group bonding and/or ritual theory) or a context in which there might be a conflict of interest but signals can be easily cross-checked. None of the theories fit the second context: for example, mating contract and gossiping both assume a context in which conflict of interest exists and signals cannot be easily cross-checked.

What was communicated?

Even in a given context, it is not obvious what was communicated, especially if there was conflict of interest between participants. Some theories make explicit statements about the assumed information content of early
**Box 4. The problem of honesty**

There is an ongoing debate about the honesty of animal communication, centred around the proposition that signals need to be costly to be honest [60]. Although some models appear to provide support for this statement [15,61,62], there are exceptions. First, cost-free signals can be evolutionarily stable provided that there is no conflict of interest between the communicating parties [13]. Second, even where a conflict of interest exists, cost-free signals can be evolutionarily stable provided that the cost of signals is a function of the quality being signalled [14–16]. The most general case is when the fitness of the signaller depends on its state and the fitness of both players is influenced by the survival of the other. Assuming a discrete model with two states, two signals and two responses, the conditions of evolutionarily stable honest signalling are as follows (Equations I–VI) [15]:

\[
\begin{align*}
W_h + rV_h &> 0 \\
W_l + rV_l &< 0 \\
V_h + rW_h &> C_h \\
V_l + rW_l &< C_l \\
V_h + rW_h &> 0 \\
V_l + rW_l &> 0
\end{align*}
\]

where \(W\), \(V\) and \(C\) denote the fitness of the receiver and signaler, and the cost of signalling, respectively. \(h\) and \(l\) denote the quality of the signaler (‘high’ and ‘low’, respectively). The fitness of each player can be influenced by the survival of the other player (\(r\)). Equation I and II describe the conditions of the receiver for honest signalling; Equations III and IV reflect the condition of the signaler; and Equations V and VI describe conflicts of interest. Reversing the inequality in Equation VI would mean that there is no conflict of interest between signaler and receiver. If \(r = 1\), then there can be no conflict of interest, assuming that signalling is beneficial for the receiver (because \(V_l + rW_l = W_l + rV_l\), Equation VI cannot be fulfilled). This implies that, in this case, \(C_l\) can be greater than zero or less than zero (given that the left-hand side of Equation IV need not be greater than zero). However, if \(0 < r < 1\) then at least \(C_l\) should be greater than zero (Equation IV). That is, signalling for low-quality individuals must be costly in case of a conflict of interest. Signalling for high-quality individuals need not be costly even in this case (Equation III). Given that at the honest equilibrium only high-quality individuals signal, the observed cost can be zero. If, however, \(C_l = C_h\), then both costs should be greater than zero for honest signalling to be stable. Figure I depicts the regions of honest signalling in case of conflict of interest. The same logic also applies and, thus, the same results hold, for continuous models [18].

**What were the first words?**

Even in case of those theories that hint as to the content of communication, only a few hint about the possible first words. Although this appears to be a difficult task, several attempts were recently made to model the evolution of meaning using word pairs [31]. In these experiments, (virtual) agents play the so-called ‘naming’ (or guessing) game, during which word–meaning pairs evolve autonomously in a population of agents. The game itself is simple in that there are two agents: one is the speaker, the other the listener. The speaker ‘thinks’ of an object out of a set of available objects (this set is known to the listener) and gives it a name that gives the highest chance, according to the speaker, that the listener can find out which object was picked. If the listener ‘understands’ successfully then this word–meaning pair is reinforced in both agents; if not, then the link is weakened.

Steels and colleagues [31] identified the following conditions that the agents should fulfil for the game to succeed: (i) agents must be able to engage in coordinated interactions; (ii) agents must have parallel non-verbal ways to achieve the goals of interactions (e.g. pointing); (iii) agents must have ways to conceptualise reality and to acquire these conceptualisations, constrained by the semantic concepts expressed in the emerging lexicon and the types of situations they encounter; (iv) agents must have ways to recognise word forms and reproduce them; and (v) agents must have the ability to discover and use the strongest associations (between words and meanings) in the group. The second and third points are especially noteworthy given that they imply that abstract concepts (which cannot be pointed at and are not easy to conceptualise) are unlikely to be the first words. Pointing also requires that the agents can see each other and that the referent should be visible to both participants.
Most of the theories do not consider groundedness and do not say anything about the possible first words; a handful propose highly abstract words as the first tokens, such as ‘faithful’ or ‘philander’ (gossip [20]) and ‘faithfulness’ (mating contract [23]). Only the motherese and the hunting theories [22,24] suggest words (‘mama’ and names of prey animals, respectively) that can be easily grounded in reality.

The power of generalisation

One defining feature of human language is the range and power of generalisations it allows. The topic of conversation is not linked to the observable present; humans can talk about the past, present and future, and about distant places; they can make generalisations about living and non-living; can invent persons, animals and stories that never existed. Can any of the theories explain this capacity? Perhaps it is a little unfair to expect this from these theories, but one can ask whether any of them assume a level of generalisation above that of the self-reporting signals used by animals.

The result is mixed. Some of the theories, such as contact calls or grooming [24,25], assume contexts in which no reasonable generalisations are expected to be made. Some (mental tool, song theory [29,30]) do not specify the context but assume mental syntax as a pre-requisite for language, thus assuming some form of already existing generalisation capacity. Other theories, such as gossip, mating contract, tool making and hunting, propose contexts in which generalisations can be made on observable events (e.g. the type of observable behaviours, or type of prey animals). Last but not least, some theories (status for information, sexual selection) assume this capacity yet do not give an exact context of these generalisations.

Assuming that our generalisation capacity is selected for (i.e. it gave selective advantage to those individuals that were able to make and understand generalisations), theories should be favoured that suggest an exact context for these generalisations and in which these generalisations can be made on observable events.

Selective forces behind language evolution: uniqueness

Given the uniqueness of human language, one should be able to explain why other species living under similar conditions did not evolve language, a fact that strongly suggests that human language is a special adaptation. Hurford [32] argues in favour of a similar approach: ‘...in general, more realistically and more eclectically, for any set of circumstances proposed as individually necessary and collectively sufficient to explain the emergence of language, one has to show that this combination of circumstances applies (or applied) to humans and to no other species.’

Most of the theories do not consider the kind of selective forces that could encourage the use of conventional communication in a given context instead of the use of ‘traditional’ animal signals. Most contexts put forth to explain language evolution can be found in animals: mate choice, pair bonding, contact calls, parent–offspring communication all feature prominently in the lives of many animal species [33] yet none evolved a communication system comparable to human language. For example, chimpanzees have a fascinating and complex social life [34], but have not yet evolved a complex system of symbolic communication, although, arguably, they would benefit from gossiping. There is a rich tradition of alliance making and/or breaking, peace making [34], in general the kind of social life that some would propose as the cradle of language evolution [20]. There are also group-living mammalian predators (e.g. African wild dogs) that can carry out coordinated hunting without any system of symbolic communication. Finally, the primary skill for reliable tool making is precise imitation, which is found in humans [35]. Thus, there is no theory that convincingly demonstrates a situation that would require a complex means of symbolic communication rather than the existing simpler communication systems.

Conclusions

Explaining the evolution of human language is likely to remain a challenge for the coming decade. As we have discussed, there is no single theory that could sufficiently answer all the questions about honesty and groundedness, power of generalisation, and uniqueness. Table 1 summarises these criteria. As one can see, most of the theories fail to answer most of the questions. Perhaps the easiest criterion to fulfil is shared interest, as there are

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Modality</th>
<th>First words(a)</th>
<th>Topic(a)</th>
<th>Question*</th>
<th>Refs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gossip</td>
<td>V</td>
<td>‘Faithful’, ‘Philander’</td>
<td>Social life</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Grooming hypothesis</td>
<td>V</td>
<td>?</td>
<td>?</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Group bonding and/or ritual</td>
<td>?/V</td>
<td>?</td>
<td>?</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Hunting theories</td>
<td>G/V</td>
<td>Prey animals</td>
<td>Coordination of the hunt</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Language as a mental tool</td>
<td>T</td>
<td>?</td>
<td>?</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Mating contract and/or pair bonding</td>
<td>?</td>
<td>?</td>
<td>Social contract</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Motherese</td>
<td>V</td>
<td>‘Mama’</td>
<td>Contact call</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Sexual selection</td>
<td>?</td>
<td>?</td>
<td>Anything</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Song hypothesis</td>
<td>V</td>
<td>?</td>
<td>?</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Status for information</td>
<td>?</td>
<td>?</td>
<td>Valuable information</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Tool making</td>
<td>?</td>
<td>?</td>
<td>?</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*The following questions were asked in order to evaluate the alternative theories: (i) Honesty: can the theory account for the honesty of early language, that is, is there a shared interest between the proposed communicating parties? (ii) Groundedness: are the concepts proposed by the theory grounded in reality? (iii) Power of generalisation: can the theory account for the power of generalisation, which is unique to human language? (iv) Uniqueness: can the theory account for the uniqueness of human language? Most of the theories can answer only one or two questions, some none at all; only the tool making and hunting theories can answer three questions out of four. The most notable weakness of the theories is that none of them can explain convincingly the uniqueness of human language. Thus, it remains a challenge not just to propose a scenario that can answer all four questions, but also to explain the uniqueness of human language in the first place.

\(a\): no information available; G, gestures; T, thought; V, vocalisation.
several social situations that assume shared interest between communicating parties (such as hunting or contact calls). There are only two theories, ‘tool making’ and ‘hunting’ [22,26], that do significantly better than the others as they can answer three out of the four questions asked of them (Table 1). Thus, it might be tempting to say that some combination of the two could provide a series of selective scenarios that would fit all of our criteria. The most notable conclusion, however, is that all the theories fail to explain the uniqueness of human language. Thus, even though indirect evidence strongly suggests that the evolution of human language was selection limited, it remains difficult to envisage a scenario that would show why.

Although the different scenarios suggest all kinds of selective forces, none of these scenarios has been consistently implemented in a family of models. Given the limitations on experimentation on humans and chimps, researchers should consider implementing the different limitations on experimentation on humans and chimps, tentatively implemented in a family of models. Given the selective forces, none of these scenarios has been consistent.
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