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This paper is concerned with the time-static spatial dynamism in the analysis of vegetation. The main objective is to provide a theoretical framework for the discussion and future use of spatial processes. A process is defined as a sequence of changes in real or abstract space associated with a vegetation survey. The different spaces also constitute a series, permitting the distinction between two basic types of processes. The primary processes are defined by the investigator. Once a primary process is defined, dependent processes are automatically generated in the subsequent spaces. Further distinction is made according to the number of controlling parameters simultaneously changed during the process. The role of different processes is investigated in real, data, resemblance, classification and ordination spaces, and in the space of derived variables. Past contributions to the topic and the task of examining spatial dynamism are reviewed.

1. Introduction

The idea of process in vegetation has usually been tied with a sequence of spontaneous changes that occur in real space and time. During succession, for instance, the replacement of one species by another and the colonization of bare areas, as a result of the reproduction, propagation, growth and competition of species, represent the spatial-temporal dynamism. In the study of vegetation, however, the surveyor is often concerned with changes in real space that are not related to time. When the characteristics of sampling or some parameters of pattern analysis are subjected to successive modifications, time-static processes are defined. Although these processes are artificial, they do reflect inherent characteristics of the plant communities being studied.

It is important to realize that the term space is not necessarily limited to real three-dimensional space. Recently the use of derived variables (e.g., diversity) and multivariate techniques has become widespread in plant ecology, therefore abstract spaces are automatically involved even if the investigator is not aware of this fact. In abstract spaces different types of changes may be defined and used. Most of these are time-static, such as data transformation and standardization, or the successive modification of controlling parameters in the algorithms of multivariate techniques.

The analysis and discussion of time-static processes in real and abstract spaces appear to be of fundamental importance for three main reasons:

1) The development of new numerical techniques has received increased attention in recent years. The use of multivariate methods is now a daily practice, but some classical problems of phytosociological sampling has become largely ignored. As Szécs (1979) pointed out:
... there is a striking contrast between the exactness of methods which analyze the data and the roughness of the procedures by which the vegetation is sampled. ... the quality of sampling has influence and limiting power on the information flow in the course of a complex vegetation study.

Plot size is perhaps the best example illustrating the general situation. About 30–40 years ago, and even up to the early 70's, the relationship of plot size to different variables and population parameters (e.g., number of species, variance/mean ratio) was a fairly popular research topic. For some reason, however, the total effect of sampling conditions on the results of multivariate analyses has been neglected except in some specific aspects (Kershaw 1961, Novák-Mti et al. 1970, Fékeze and Szöcs 1974, and Matthews 1978, 1979).

(2) The effect of sampling design seems even more important in succession studies which involve ordination and classification. Natural vegetation changes are to be shown and assessed, but these may only be revealed by an appropriate sampling design. Consequently, the adequacy of succession studies appears doubtful if spatial processes are not taken into account. Plot size is an example. The use of permanent quadrats with fixed size is typical in recent succession surveys (see e.g., Falinski 1977, van der Maarel 1980). A criticism of this practice is that the selected plot size will not always yield the maximum information to reveal successional changes (cf. Juráš-Nagy and Podani 1983). The plot size optimal for describing the vegetation being studied may change as succession progresses. Therefore, simultaneous application of nested plots increasing in size may be appropriate. In this manner the effect of sampling at each point of time may be evaluated so that the investigator is enabled to recognize temporal changes.

(3) It is generally accepted that computer-oriented multivariate techniques are superior to the traditional methods because their results are less affected by subjective judgment. This seems, however, a self-deception, since the user of multivariate methods is also faced with arbitrary decisions. The choice of data type, transformation and standardization methods, resemblance coefficients, clustering and scaling algorithms may seriously influence the results. This effect is not always predictable even though the mathematical properties of most techniques are known. Despite the inherent objectivity of methods, the investigators' preference in favour of some particular technique will introduce much subjectivity into the survey. In this context, the evaluation of processes in abstract spaces is necessary to see how the results are affected by changes in the data and by slight modifications applied to the algorithms.

In this paper an attempt is made to establish a conceptual basis for the description and evaluation of spatial processes. First, the terminology of space, process, classification and ordination is discussed, and then the different types of processes are described. A review of the literature is embedded in the discussion in order to show existing approaches and to find their connections to the theoretical framework presented here.

2. Some basic terms

In the Introduction many technical terms were used assuming that their intuitive meanings were not doubtful. At this point, however, it is necessary to clarify the terminology concerned with spatial processes in other than the statistical sense. Terms, such as classification and ordination will also be discussed to find unambiguous definitions for later use.

2.1 Space

The Oxford Dictionary defines space as a "continuous extension viewed with or without the existence of objects within it" (Fowler and Fowler 1956). The most general concept of
space is topological (Baum 1964). Since the different types of topological space are defined by axiomatic reference to relative positions of points, a space without objects is a nonsense. In a vegetation survey each methodological step is associated with a particular topological space (see Wetland and Orloš 1980). The potential pathways of a study and the related spaces discussed in this section are summarized in Fig. 1. The first stage is of course concerned with the real space. The study area represents the three-dimensional physical space which may be simplified and transformed in some way to two-dimensional vegetation maps ("geometric images", Szöcs 1979). The most critical step of the study, the sampling, may be performed on either the original or the mapped vegetation.

Abstract spaces are involved in all subsequent steps. By determining the state of each relevant variable (e.g., the number of individuals of species) for each sampling unit, the data (attribute) space is defined. Its dimensionality is potentially much higher than that of the real space. In data space the axes are variables (species) and sampling units are represented by points (species space, Gittins 1969) or vice-versa in accordance with the attribute duality principle (Lambert and Dale 1964). The coordinates of points are the raw scores which are usually written in a species-by-sampling units data matrix.

Based on the use of appropriate objective functions the resemblance space is obtained in which the relative positions of points usually reflect pairwise dissimilarities, distances, etc., between the corresponding points of data space (resemblance structure, Orloš 1978a). The resemblance structure of m objects is commonly expressed by an m × m matrix. If this matrix is subjected to linear decomposition, the maximal intrinsic dimensionality of resemblance space will turn out to be one less than the number of points or, if it is smaller, the number of axes in data space. A resemblance space is metric if all metric axioms (see Orloš 1978a, p. 44) are satisfied. This is the case for many resemblance coefficients, but there are some exceptions. For example, two distinct points in data space are not necessarily distinguished by a chord distance (Orloš 1967) in resemblance space (semi-metric space). Other functions may not fulfill the triangle inequality axiom (Sørensen index) or the symmetry axiom (Kulczynski index and I-divergence information) and the resemblance space will be non-metric.

If interest lies in meaningful properties of the data other than the resemblance structure of points, a new space will result which is the "space of derived variables". Its dimensionality equals the number of derived variables encountered. The term "derived variable" is used here in the broadest sense referring to any population parameters and sample descriptors (4.2) obtained by transformation. For example, the overall characterization of data in terms
of diversity, sum of squares, expected resemblance, etc., leads to this space. The points represent data sets or subsets.

The different techniques of multivariate analysis summarize or disclose relationships among the objects in resemblance space. Scaling methods produce new coordinates transforming the objects into ordination space. If the ordination space preserves the resemblance structure, i.e., the relative positions of points remain unchanged, the dimensionality equals that of the resemblance space (e.g., principal components analysis, SNEAT 1964). Some scaling methods destroy the resemblance structure in order to find a solution for an arbitrarily defined number of dimensions (e.g., multidimensional scaling, KRUSKAL 1964).

Cluster analysis produces the arrangement of points in classification space. When hierarchical relationships are established, the classification space has a maximum of m-1 dimensions and the distance of points satisfies the criteria for being ultrametric (ROHILF and SOKAL 1981) even if the resemblance space is non-metric. This is a strong argument against the use of non-metric coefficients in cluster analysis. In non-hierarchical classifications this between-group relationships are usually undefined and the intrinsic dimensionality of the classification space will be one less than the number of groups. As far as the presentation of results is concerned, the possible large dimensionality of classification space causes no problems: two dimensions are always satisfactory. Ordinations, however, cannot be shown in the plane properly since only two (or three, in case of stereograms, FEWSTER and ORLOCI 1975) dimensions can be portrayed by a single diagram.

The discussion of conceptual spaces of plant ecology would be incomplete without mentioning the ecological space. Whereas the dimensions of ordination space are mathematical constructions, the axes of ecological space (WHITTAKER 1967) are defined as environmental gradients. Ecological space may be derived directly from the data when environmental gradients are known (gradient analysis, WHITTAKER 1967). In other situations ordinations may also lead to ecological space if ordination axes are identified as environmental gradients. Ecological space is considered as a desired output of ordination techniques (GAUCH 1982), therefore no explicit distinction will be made between ordination and ecological spaces in the sequel.

2.2 Process

The use of this term will be restricted to a series of changes strictly ordered by some internal or external criterion. A well-defined ordering is meant. A randomly or arbitrarily arranged sequence of changes is not considered a process. This restriction is consistent with the intuitive meaning of ecological processes which almost always suggest a spatio-temporal dynamism with interest focused upon events in time-domain (e.g., WATT 1947, SHRUGART 1978, WHITE 1979, GRIME 1979). Succession, population growth and other changes monitored over time provide data on time series.

In spatial processes, events or changes associated with real or abstract spaces are central in importance, no matter whether time is involved or not. In statistical ecology, stochastic changes for generating spatial patterns are traditionally termed as spatial processes (BARTLETT 1975, CORMACK and ORD 1979, CLIFF and ORD 1981). For example, a completely random arrangement of points on a plane is considered to be the realization of a two-dimensional homogeneous Poisson point process (DIGGLE 1979) which develops by a series of random allocation of points in two-dimensional space. It is important that the term spatial process will be used here in a very different sense. Since pattern generating processes are not discussed here, the different terminology should not cause confusion. In the sequel, a spatial process will refer to any well defined series of spatial changes which is related to the analysis of vegetation data obtained at a given time. In this sense, the term spatial process was first used by JURÁSZ-NAGY and his co-workers (JURÁSZ-NAGY 1967, DÉVAY et al. 1971, JURÁSZ-
Nagy et al. 1973). They examined association processes in space, i.e., the change of information statistical measures of interspecific relationships (see 4.2.9) as a function of sampling unit size. Juhasz-Nagy's concept of spatial processes will be extended to cover many other sequences in real and abstract spaces.

Figure 1 illustrates different spaces encountered in a definite order in the course of a vegetation survey. Once a process is established in a given space, an unequivocal process will be automatically defined in subsequent spaces. When considering changes in sampling unit size, the series of plot sizes yields a series of data sets, resemblance matrices, classifications, etc. The a priori defined process, in the example of the increasing plot size, will be called a primary process. This is always artificial, the increments the sequence are selected according to design. The other processes defined automatically will be termed dependent processes. The change of interspecific association over plot size serves as example. It is to be noted that primary processes may also be defined in abstract spaces, for instance, specific data transformation functions applied to generate a process in data space. The primary and dependent processes will be discussed separately in sections 3 and 4.

2.3 Classification and ordination

In the general sense, classification is considered a process of allocating or ordering entities into initially undefined groups on the basis of their relationships (Cormack 1971, Everitt 1979, Jardine and Sibson 1971, Orlóci 1978a, Snethn and Sokal 1973). This should be distinguished from "identification" which is the way of assigning new, unidentified entities to previously established groups. As Snethn and Sokal (1973, p. 3) point out, there is some confusion over the meaning of classification in the literature:

Classification ... is the name of a process; however, it has also been used for the end product of this process. Thus the result of classification is a classification.

In the preceding paragraphs classification was understood in the latter sense, primarily concerned with processes other than those involved in a classificatory algorithm (i.e., a defined sequence of computational steps). To avoid possible confusions, any process leading to classifications will be called cluster analysis or clustering, and the term classification itself will be restricted to the results.

The term "ordination" was first used by Goodall (1954). The terminological problems are analogous with that of classification. To Cormack (1971), ordination is a process of representing entities as points in a Euclidean space. Snethn and Sokal (1973) define ordination as the placement of entities (operational taxonomic units, in their terminology) in an abstract space of varying dimensionality. Ordination is often used by others to mean a procedure of ordering entities along axes of variation in a one or multidimensional scheme in such a manner that this arrangement will reveal some useful information about the relationships among the entities (Geiger-Smith 1964, Poole 1974, van der Maarel 1979a). Furthermore, the results of component analysis, factor analysis, reciprocal averaging, that is the scaling methods, have also been frequently referred to as ordinations. The later usage will be followed which is consistent with the convention accepted for classification.

3. Primary spatial processes

The primary processes are not natural, they are artificially generated to examine some intrinsic property of the vegetation being studied or to evaluate sampling and data analytical designs. The primary processes have simple
models related to questions raised by the investigator, such as: what is the effect of the data type upon ordination? Which quadrat size might be best used to detect aggregation of individuals of a given species?, and so forth. Most primary processes are confined to the real and data space. However, they are also conceivable in the subsequent spaces of a study, where interest usually centres on the dependent processes.

The primary processes are defined by specifying the controlling parameter or parameters and the sequence of their transformations. Two basic types can be distinguished based on the number of controlling parameters: In an elementary primary process, only a single parameter is modified. In a complex process two or more independent parameters are allowed to change. When a community is sampled by a set of circular plots, whose sizes increase, an elementary process is involved. The area of the plots is the controlling parameter. Greig-Smith’s (1952, 1964) popular pattern analysis technique exemplifies a complex process since the size and shape of blocks are simultaneously changed and these factors are independent. In this case, there is a confounding of the effects of block size and shape on, for instance, the covariance of the two species being studied (see 4.2.11 for more information).

3.1 Primary processes in real space

In classification and ordination surveys, as well as in the analysis of the spatial pattern of plant species, the most commonly used technique for data collection is quadrat or plot sampling (it is noted that terms quadrat and plot will be used interchangeably). Quadrat sampling has four basic characteristics: size, shape, number and arrangement. The successive changes in any of these parameters represent an elementary process in real space.

Quadrat sampling, as Pielou (1977) notes, suffers from the drawback that quadrats are not "natural", but are necessarily arbitrary units, and any of the four characteristics mentioned above may have considerable impact on the findings. Since there is no general substitute for quadrat sampling in Phytosociology, it will remain the principal and most direct technique to obtain vegetation data. This fact emphasizes the importance of the study of spatial processes.

Another technique for data collection is plotless sampling (Cottam 1947, Cottam and Curtis 1949), but its phytosociological applicability is limited to specific problems (e.g., the study of interspecific relationships). In plotless sampling elementary processes may also be defined by changing some parameters of the design in nearest neighbour analysis (see 3.1.5).

3.1.1 Plot size

There is a general agreement between vegetation scientists that plot size has influence on the data and results. This may be the most substantial among the four plot characteristics (Cain and Castro 1959, Kershaw 1961, 1973, Nov-Meir et al. 1970, Orlóci 1978a). Evans (1952) concluded based on a pattern study that

...disagreement in the results of various authors stems in part from differences in the sizes of their quadrats, and success or failure [of their study] ... depends upon a fortunate or unfortunate choice of quadrat size.
Later Greig-Smith (1964) made similar comments demonstrating that the situation did not change much since Evans' work:

The effect of sample size [i.e., sampling unit size] on indications of association has been largely overlooked. . . . the information derived from association data based on a single size of sample [plot] will be very incomplete and difficult to interpret.

The analysis of spatial pattern and the measurement of interspecific association are just examples, the question of adequate sampling unit size may be addressed in any other applications of sample plots in plant ecology. Estimations for population parameters (frequency, density, etc.) and their significance tests, derived variables (e.g., diversity), as well as ordinations and classifications should be treated with caution if based on a single plot size. The analysis of processes depending on the area of the sampling units may therefore contribute much to the understanding of fundamental theoretical and practical questions of sampling.

In Phytosociology, the question of adequate plot size is inevitably linked to the concept of "minimal" or "characteristic" area (cf. Goodall 1970). The literature of minimal area is voluminous and somewhat confusing. Tüxen (1970) published an extensive bibliography of relevant articles up to that time. It seems that minimal area could have been the sole topic of another paper. Here, only a few relevant points are made.

Almost all definitions agree in that the "true" characteristics of a community first appear at the size of minimal area and its increase does not yield significant amounts of additional information (Greig-Smith 1964). In general, minimal area is thought to be the smallest plot size representing the "characteristic structure" and composition of the plant community (Cain and Castro 1959, Goodall 1961). Differences arise in the selection of characteristics that are considered to be important in determining minimal area. Westhoff and Van der Maarel (1973) pointed out that a sharp distinction has to be made between minimal area as a synthetic concept and the analytical minimal area. The synthetic minimal area [SMA] is defined in many ways according to the principles of different phytosociological schools, reflecting various, sometimes contradictory views. For example, the Uppsala school of Du Rietz (1921) relied on a circular definition using constancy:

The minimal area is that in which all the constants occur, and the constants occur in the minimal area. . . . the constants characteristic of each association [i.e., plant community type] are already noticeable in case of relatively small square plots, while in further enlarging these the constants do not increase in number.

(Tress and Malmer 1973). Westhoff (1951) gives another definition for SMA:

. . . the minimal surface which has as a rule to be occupied by a sample of a plant community if the normal specific assemblage will be able to develop.

Without continuing with citations, it is clear that the concept of SMA is meaningful only after the associations or types have been established. Furthermore, it is almost always implicitly assumed that sample plots of the size of minimal area, originating from different stands assigned to the same abstract syntaxonomical unit, are relatively very similar to one another. In other words, the set of such plots has to show maximum homogeneity (in the sense of overall similarity). Consequently, if these plots are laid down within a given stand of a plant community, the sample is expected to be even more homogeneous. However, as Juráš-Nagy (1967) pointed out, it is more useful to detect an area at which the stand is found in its richest and most diverse development than to look for SMA. This area is called maximum area [MA] and Juráš-Nagy suggested information theoretical functions for its determination (see 4.2.9). MA is analogous to SMA in that it is also an a posteriori concept, it may be
defined for a stand which, as a complete entity, represents an already defined plant community type. For this reason, the collective term characteristic area [CA] may best be used.

The analytical minimal area is generally regarded as the "optimal" size of sampling units by which the vegetation should be sampled for subsequent analysis. Since this refers only to a minimal area, it seems more appropriate to use the term "analytical characteristic area" [ACA]. A fundamental difference between CA and ACA is that when ACA is to be determined, the vegetation types are not yet known. It is obvious that the correct recognition of types, if they exist at all, may be achieved only if the individual CAs are best approximated by ACA. Also, the sample has to show minimum overall "homogeneity", otherwise the differences among the possible types are not completely manifested in the data. Therefore, ACA is consistent with MA and inconsistent with SMA, indicating that MA is perhaps the more useful of these concepts in typification.

In an optimal situation, which is rather hypothetical, the CAs of the types to be recognized are equal, therefore if ACA is found, the CAs are also found and the classification is not in doubt as far as plot size is concerned. In practice, however, CA potentially differs with community types and any attempt to detect the types necessarily involves a circular argument: optimum plot size for each type can be determined only if the types are already known, but the adequate recognition of the types is conditional upon the use of sampling units of the optimum size. Moreover, if vegetation types are arbitrarily established and the CAs are determined in some way, the existence of classes could not be justified by multivariate analysis without violating the statistical assumption that plots of different size are not subjected to simultaneous scaling or cluster analysis. For these reasons, the only theoretically justifiable strategy to indicate types on the basis of their individual CAs is an iterative approach for which an example is given in 4.4.1. Fortunately, when the classifications appear less influenced by plot size, there exists a simpler alternative which does not require the determination of characteristic areas. It is discussed together with the dependent processes of the classification space (4.4.1).

Many different techniques have been suggested for pattern detection or to determine characteristic areas. All of them rest on the analysis of processes dependent on the area of plots. There are two different possibilities to modify the size of sampling units keeping in mind that the other three characteristics of sampling are held constant. These are:

1. Nested plots. Each plot is successively enlarged such that the largest plot will completely include $k-1$, the second largest $k-2$ plots, and so on, if $k$ is the number of different sizes (Figs 2a-d). In this case the data and results obtained at different plot sizes are not independent from one another. This may be a disadvantage, since statistical tests for comparing results may not be valid, although the examination of dependent processes may still give useful information (e.g., cumulative species/area curves). It is not to be forgotten, however, that the nesting of plots is a prerequisite to the assessment of the effect of plot size upon, for instance, resemblance structures.

2. Independent plots. Each set of sample plots of a given size is laid down separately and randomly to ensure independence between plot sizes. The results can be tested for significance but the price is high: the sampling requires much more effort than the nested plots. Further difficulty is that the
vegetation is more disturbed or may be completely destroyed due to intensive trampling.

The smallest and largest plot size, as well as the increments are arbitrary. The choice is affected by economic considerations and one's knowledge of the vegetation to be studied.

3.1.2 Plot shape

The shape of a sampling unit may be a cause for fewer problems than plot size. Although there are some reports treating the effect of plot shape (e.g., CLAPHAM 1952, MYERS and CHAPMAN 1955, VAN DYNE et al. 1963), this problem was largely ignored. In Europe, isodiametric units have long been used. The shape is usually square since it has the great practical advantage in that the marking of plots is easily done in the field. Another reason for the preference for square-shaped units is that they can be arranged into a continuous grid (commonly used in pattern studies). Circular plots, although just as natural, are used on rare occasion in actual studies (e.g., JURÁSZ-NAGY 1967). In North America short rectangles of 20 × 50 m² size (the so-called tenth-hectare plots), subdivided into smaller units are frequent, especially in gradient studies (cf. WHITTAKER 1973a).

In a heterogeneous vegetation the optimum plot shape depends on the objective of the survey. For classification and ordination purposes isodiametric plots are recommended; because the probability that a plot will overlap community-type boundaries (or other vegetation discontinuities) is the smallest. Therefore, it is expected that the within-plot variance (variability, heterogeneity) is kept to the minimum, whereas the between-plot variance is maximized. If precise estimates for population parameters have to be derived from the whole sample, the opposite condition is aimed at, i.e., maximum within-plot and minimum between-plot variances. This may be achieved by the use of elongated sampling units.

A spatial process with respect to shape may be the successive elongation of square plots to long rectangles or of circular plots to long ellipsoids of the same area. The elongation of shape, however, increases the boundary/area ratio thereby introducing undesirable edge
effects (Gregg-Smith 1964). This fact has to be considered when analyzing processes depending on the elongation of sample plots.

3.1.3 Sample size

The number of sampling units is the size of the sample. This is critical in surveys where the objective is estimation of vegetation parameters and statistical inference. The robustness of most statistical analyses against the violation of assumptions largely depends on sample size. A few plots often yield high standard error of the mean and, even if the statistical tests are significant at conventional probability levels, the confidence limits may be undesirably wide. Gregg-Smith (1964) presents an example. The most efficient way to increase precision is to increase the number of plots, although the other three characteristics of sampling may also be changed to achieve this goal (see 4.2.2). This procedure generates an elementary process in real space. In plotless sampling the analogous process is obviously the enlargement of the sampled area.

The number of plots is closely related to sampling effort, so a balance between the precision of results and the costs involved is critical. This problem requires the study of processes depending on sample size. A starting point may be the common observation that successive equal increases in the number of plots do not yield proportional gains in the additional information. The point where the new information (or the change of results) becomes negligible may be determined by specifying the level of the desired accuracy and performing a pilot study. Of course, sample size is not just a practical question. If, for instance, the relationship between the number of plots and a derived variable is not known, the sample size has to be changed until the nature of their relationship is safely recognized.

The problem of sample size has to be treated separately in ordination and classification when the sampling units themselves are subjected to analysis. In these cases the goal is not estimation and significance testing but typification or trend seeking. There is, however, no study and consequently no evidence suggesting that the increase of sample size improves the final results. Too few plots are obviously unsatisfactory because the data will not contain sufficient information for the analysis. On the other hand, a very large number of plots will probably increase random variation (noise) which may significantly affect the results. Also, a too large data set may be difficult and too expensive to analyze even at the present advanced state of computer technology. The optimization of sample size prior to scaling and clustering therefore requires further consideration.

The influence of sample size on the stability of results obtained by multivariate techniques is to be also mentioned. One aspect of stability is the robustness of ordinations and classifications (Rohlf and Sokal 1981) which is satisfied if the addition of new objects to the sample does not alter significantly the groups and/or trends. The robustness of phytosociological classifications and ordinations may be examined by successively increasing the number of plots analyzed and examining the resulting changes. Whereas the numerical taxonomic analogue of this problem is a central issue in systematics (cf. Crovella 1968), vegetation scientists largely ignore stability/sample size relationships. Although Goff (1975) investigated the effect of the inclusion of new species on a reference ordination of other species, it seems that there are no publications in the literature concerned with the modification of sample size in multivariate analysis of vegetational plots.

3.1.4 Spatial arrangement of sampling units

The placing of plots in the field is subject to the goal of the survey and the personal experience and preference of the surveyor. In plant ecology, four different sampling designs are commonly used, the preferential, random, systematic and restricted random. Other
methods, e.g., cluster sampling, are seldom used. Before discussing the possible processes related to the arrangement of plots, it is worthwhile to summarize the main features of each sampling technique.

The traditional sampling method used frequently and mostly by European analysts is preferential. After a reconnaissance of the survey area those sites, which appear reflecting the most characteristic structure of the community, are chosen and sampled. However, as Greig-Smith (1964, p. 21) pointed out:

Selection of typical sites for samples is clearly inappropriate to a quantitative approach, as their choice is dependent on the observer's preconceived ideas of the character of the vegetation, and data from such samples cannot be considered an unbiased estimate of the vegetation of the area.

Although preferential sampling is not necessarily bad, no processes can be logically defined in this method.

In simple random sampling any part of the study area has the same probability of being sampled and the placement of a plot is completely independent of the positions of those already located. The randomized arrangement ensures that the sampling is uninfluenced by arbitrary decisions; the data obtained in this way represent the most powerful input for statistical analyses. Randomness may be easily achieved by computerized sampling based on mapped and digitized data. However, the random sampling technique is less straightforward in the field if the sampled area is large.

Whereas randomization is considered the best strategy to obtain measurements for overall properties of a homogeneous vegetation, systematic sampling may provide more information on variability within an area (Greig-Smith 1964). In systematic sampling the plots are arranged along a regular network of points (lattice). Of the many variants of systematic sampling (see Sampford 1962) the special case in which plots are placed at all points in a square lattice seems important and most widely used in vegetation studies. Term systematic sampling will be used to describe this special case. Sample size, area and inter-plot distance (spacing) are not independent in systematic sampling; and two determine the third. In many applications the plots are contiguous and they completely cover a small study area (grid). A special case is the belt-transect commonly used in pattern studies. An obvious disadvantage of this and other systematic sampling is that the position of the first lattice point determines the others, and if the whole lattice is shifted, the results obtained may be greatly different (see 4.2.11).

As an intermediate sampling method between the random and systematic methods, the use of restricted (stratified) random sampling is suggested by many authors (see Sampford 1962, Greig-Smith 1964, Green 1979). This method combines the advantages of the other two sampling designs in that the study area is divided into large compartments (strata, blocks) within which the plots are placed at random. The number of plots within each block is usually proportional to its size (proportional allocation). Greig-Smith points out that the most advantageous variant of this strategy is obtained if the blocks are equal and relatively small in size and only one plot is laid down within each. If the number of plots to be placed within each strata is determined in such a way that the more variable blocks are sampled more intensively, a considerable increase in precision may be achieved (optimal allocation). This technique requires the knowledge of variances for each stratum. This can be determined through preliminary sampling.

It will be shown below that the objective sampling methods are in fact different stages of a series which might be termed sampling process. The process starts with the random location of a point within the study area and the determination of the other points of a lattice. In the first stage the sampling units are placed at these points as centroids (Fig. 3a) so at
Fig. 3. Illustration of the sampling process with square compartments and circular plots. 

- **a**: Systematic sampling, 
- **b**: Intermediate stage, 
- **c**: Stratified random sampling, 
- **d**: Intermediate stage (only three strata are shown), 
- **e**: Random sampling

This stage the sampling is systematic. In the subsequent steps the lattice points will serve as centroids of square compartments increasing in size. Within each compartment one sampling unit will be laid down randomly (Fig. 3b). When the compartments become contiguous, the design is equivalent to the most powerful variant of the restricted random sampling (Fig. 3c). The further increase of blocks results in overlapping squares, therefore the arrangement of plots will approximate more and more the randomized configuration (Fig. 3d). When all blocks become large enough to include the sampled area, the sampling units will be completely random (Fig. 3e). Obviously, the execution of this process in the field would be impractical if not impossible. Computer-based sampling techniques seem to be the most efficient means for the study of the continuous series of different plot arrangements. A FORTRAN program to perform such a sampling process using digitized field data has been developed by Podani (1982).

Another possibility for a spatial process with respect to the arrangement of sampling units is the successive increase of spacings between replicate plots (Goodall 1961) or between cells picked up from a grid or a belt-transect (Goodall 1974, Ludwig and Goodall 1978). This elementary process may be used for the detection of aggregation of individuals and possible periodicities in spatial pattern (4.2.11).

Finally, the orientation of sample plots should be also mentioned as a potential controlling parameter for a process. If anisodiometric units (strips, ellipses) are employed for sampling, and the vegetation is heterogeneous in a particular direction, the orientation of plots will obviously influence the observations. Parallel orientation with the gradient is
expected to yield more precise estimates for the vegetational variables than plots perpendicular to the gradient, since the between-plots variance is higher in the latter case (cf. LaFrance 1972). For this reason, the rotation of anisodiometric plots may serve as a primary process to find possible uni-directional heterogeneity within the study area. Of course, this possibility is mostly theoretical since scaling methods are more efficient in gradient analysis.

3.1.5 Nearest neighbors

The difficulties with the choice of an optimal sampling design when plots are the units, have encouraged plant ecologists to suggest the use of plotless sampling in vegetation surveys. Of the many variants of this technique (see Greig-Smith 1964, Pielou 1977, for details) the method of nearest neighbors offers a possibility to define primary processes. In the simplest case the distances from randomly selected plants or random points to the closest plants are measured and analyzed. Clark and Evans (1954), Mohsita (1954) and Thompson (1956) pointed out that the method which involves measurement of the distances to the second, third, ..., m-th nearest plant is preferred (multiple nearest neighbors). Obviously, the successive increase of m represents a primary process in real space.

Williams et al. (1969) suggested a version of multiple nearest neighbor analysis, applicable to the study of multi-species populations. The exact positions of all n individuals on the sampling area are determined and all inter-plant distances are calculated. Each plant, together with its m nearest neighbors, is then regarded as a sampling unit. The set of the n overlapping units (point-clumps) can be subjected to multivariate analysis. It was found by Williams and his co-workers that the information content of a point-clump system is entirely a function of the mean distance from the reference individuals. This fact suggests that a hybrid sampling procedure may be also appropriate in pattern studies. Each individual may be considered the centroid of a circular plot with radius r. All plants falling within this plot are then recorded, irrespective of quantity. In this sampling strategy the change of r constitutes a process.

3.1.6 Complex processes

When a simultaneous modification of two or more criteria is allowed in sampling, one has a complex primary process in real space. Clearly, the number of possibilities is large, but only one case seems important. This process is the series of block sizes implied in grid-analysis originally suggested by Greig-Smith (1952) and widely applied to pattern studies (see Greig-Smith 1964, 1979, Kershaw 1973, and references therein). The starting situation is a grid of \( 2^t = 2^s \times 2^{k+1} \) square units, where s and k are integers. The number of individuals, cover, or some other variable is recorded in the units. Adjacent pairs of cells are then combined to obtain \( 2^{t-1} \) oblong blocks of two units; adjacent two-unit blocks are next merged to give square, four-unit blocks, and so on. That is, whereas the blocks are doubled in size at each stage of this process, they are continually alternating in shape from a square to a short rectangle of proportion 1 : 2 (Fig. 2d). The consequences of this complexity will be discussed in 4.2.11. If the successive combinations of adjacent units lies within a belt transect (Kershaw 1957, Usher 1969, Hill 1973a) the process is also complex with a constant block size/block length ratio. A modification of the original pattern analysis technique (Foord et al. 1982) may lead to an even more complex series since it allows the blocks not to be uniform in size and shape at any given stage of the process.

3.2 Primary processes in data space

The raw vegetation data may be directly subjected to numerical analysis without any change, but in most cases, simplifications and/or transformations are advantageous for dif-
ferent purposes. Data simplifications can reduce sampling effort and the costs of the survey, whereas the rationale for transformations is rather theoretical. Manipulations of the data, if the changes can be arranged into a well-defined series, are capable of generating primary processes. Four categories of these processes will be distinguished: reduction of the dimensionality of data space; changing the number of points in data space; simplification of data type; and data transformation.

3.2.1 Reduction of dimensionality

Many multivariate methods cannot be programmed and the computations cannot be performed without ensuring an easy and continuous access to the raw data during the calculations. Since the storage capacity of the computer available to the user determines maximum problem size, the analysis of some data sets may be impossible. Even if the maximum is not exceeded, some programs are very expensive to run if the number of variables is high. In some cases the computational difficulties may be diminished by reducing the dimensionality of data space. An efficient reduction may be accomplished by principal components analysis which eventually leads to an ordination space, since the original variables are replaced by independent components. However, instead of this indirect dimension-reducing procedure, relatively simple techniques which enable the user to recognize and delete the least important variables will be discussed.

It is a common observation that plant communities may be satisfactorily described based on a considerably reduced number of species. For example, AUSTIN and GREEN-SMITH (1968) concluded that ordination of rain forest communities using less than 25% of the total flora was efficient and interpretable. WEBB et al. (1967) found that a subset of large trees duplicated the original classification of sites perfectly, and no other subset possessed this property. The reason given is that the minimum information sufficient to obtain meaningful results may be provided by relatively few species, the others are redundant (KAESLER et al. 1974) and, which may be even worse, too many species may contain much noise potentially obscuring the clarity of ordinations and classifications (cf. JANCEY 1980). The subset of the best $p$ species out of $n$ could be chosen by examining all combinations but this method is clearly impractical in most cases (ORLÓCI 1973). A more suitable approach to this problem is the measurement of species importance (i.e., the determination of weights), a subsequent species ranking based on these values and the deletion of the less important species. The weighting and ranking procedures recently available have been reviewed by ORLÓCI (1978a), DALE and WILLIAMS (1978) and JANCEY (1979).

Species weights may be determined from the raw data only or from the data and results (a priori and a posteriori weighting, respectively). Clearly, the a priori weighting is now of principal concern, although a posteriori weighting may be also useful in an iterative approach to reduce dimensionality (and to diminish random noise, JANCEY 1980). A further categorisation of weighting and ranking techniques can be made on the basis of their computational feasibility and simplicity. Some techniques require only simple examination of the data. The weight for each species is determined based on the summation of similarity values to the other $n-1$ species (e.g., MACNAUGHTON-SMITH et al. 1964), by summing the deviations from the expectations in the data matrix (Dale and Williams 1978) or by calculating the contribution of species to the total sum of squares, mutual information or other overall property of the data. Most of the weights obtained in this way will not be independent and, as a consequence, the highly correlated species will have similar ranks. This is not so with the more sophisticated ranking techniques suggested by ORLÓCI (1973, 1976a, 1976b), which may require $n-2$ algorithmic cycles to find the rank order. In the first cycle, in fact, a simple ranking is performed, the species with rank 1 is found and then removed from the data. The
second most important species will be selected in such a manner that it will be the most independent of the first, the third species will be the most independent from the first two, and so on. A rationale of this strategy is to find the minimum subset of species which accounts for the maximum variability in the data in terms of independent components. The analogy to principal component analysis is obvious, although in this case the correlations between variables are not eliminated but minimized. It is very important to note that the ranking procedure used should be consistent with the subsequent operations. There is no point to analyze a data subset by sum of squares clustering if the species are ranked based on information theoretical criteria. However, the choice still remains subjective because the concept of sum of squares may be meaningful for several ranking methods. Therefore, an evaluation of the different strategies would be necessary by comparing their efficiency with respect to data reduction before clustering and scaling.

Having ranked the species, an arbitrary cut-off point can be specified and the less important species can be deleted. In this way a remarkable reduction of dimensionality may be achieved and the loss of information is minimized. Of course, besides ranking methods other techniques may be used to recognize unimportant variables. For example, species may be simply deleted if their cover estimate or frequency is less than a fixed value. In any case, the spatial process will be defined by changing the deletion criterion. The effect of species deletion at different thresholds upon the results can be evaluated and the point where the changes become significant can be determined.

An alternative way to reduce the number of variables is the fusion of dimensions. Phytosociological data are traditionally recorded at species level but several authors (van der Maarel 1972, Dale and Clifford 1976, Dale 1977, Del Moral and Denton 1977) suggest that the numerical analysis of vegetation data may be appropriate based on higher taxonomic categories. Data of species belonging to the same genus may be added or averaged, data of genera falling into the same family may also be combined in some way, and so forth. Such successive replacement of several dimensions with single ones will be a primary process in data space. Piechou (1969) proposed a method to calculate the information content attributable to each taxonomic level. Data from preliminary sampling can be subjected to this analysis and the level where the information gain (or loss) is negligible can be determined for use in the subsequent survey.

Arguments in favour of coarse taxonomic ranks have primarily come from environmental impact studies. Green (1979, p. 118) gives three reasons for potential use of higher ranks. These are:

1. Species may prove to be mixtures of several sibling species (Grassle and Grassle, 1976, provide a zoological example).
2. The taxonomy is often poorly worked out at the species level therefore the identification at the generic level is easier and more reliable.
3. Genera may reflect major environmental differences whereas species may be specific to the micro-environmental patchiness in a site.

The use of higher taxonomic ranks is recommended by students of environmental pollution assuming that the response of related taxa to environmental differences is similar. However, this condition is not generally satisfied. Another difficulty is that taxonomic categories are subjectively created, and the hierarchical classification of plants may be considerably different depending on the personal judgement of the taxonomist. Criteria for creating genera and higher categories may vary even within the same classification. Finally, fusion of taxonomic categories implies an underweighting of species-rich taxa which lacks theoretical justification. For these reasons, the reduction of taxonomic ranks cannot be generally recommended in Phytosociology, even though there are some successful applications in large-scale surveys (e.g., Del Moral and Denton 1977).
3.2.2 Changing the number of points in data space

On first thought the proposition of changing the number of points in data space might seem to be nonsensical, since results of multivariate analyses will most likely be different and difficult to compare. However, it was already mentioned in 3.1.3 that the change of sample size may yield very useful information about the robustness of multivariate analysis. In fact, the increase of sample size can also be considered as a process defined in data space. It is a common practice to subject the species to scaling and clustering, therefore the relevance of the stability of results is not restricted to the analysis of plots. Goff (1975) provides an example stressing that the objective of phytosociological surveys may be to establish a reference ordination of given species from a diverse region. If it is so, then, it is an important point to determine the effect of additional species upon the configuration in the initial ordination. The increase of the number of species involved represents a primary process in data space.

3.2.3 Simplification of data type

The type of data collected in the field is critical in determining the sampling effort. In classification and ordination surveys it is therefore often advisable to find a simplified data type without much loss of information. This goal may be achieved in a pilot sampling by recording the most detailed quantitative data (e.g., counts, cover). After this the effect of a series of data simplifications on the results can be evaluated, and a less costly method of data collection for which the loss of information is negligible can be selected.

When the number of individuals is recorded, the definition of an upper limit of density, the individuals of each species are not counted may be used to reduce sampling effort. In this case we assume that the resemblance structure of sampling units or species will not be distorted if the counting stops at k. In the pilot study the plant populations within some sample plots have to be fully censused. The amount of distortion at different values of k can be estimated after truncating the counts such that each score larger than k is set equal to k (Olóci and Murrattu 1973).

Cover data have to be estimated as precisely as possible in the pilot study. Afterwards, the scores can be converted to categorical data in steps according to scales of diminished accuracy. Each cover datum is replaced by the mean of the cover class within which the actual value has fallen. Another possibility is the substitution for cover estimates the ranks of the corresponding cover categories. In this case, an ordinal scale will result if the categories are unequal. Such scales are commonly used in Phytosociology. The ultimate data simplification will be a presence/absence (signum) transformation for all strategies. It is to be noted that the data simplification processes imply the equalization (see 3.2.4) of variables, since the differences between high and low values of species are gradually diminished.

If one desires to analyze presence/absence, and quantitative data are available, the variables must be dichotomized. Besides the self-evident way of dichotomization in signum transformation,

\[ x' = 1, \text{ if } x > 0, \text{ otherwise } x' = 0 \]  

(1)

one can also define the dichotomy 1/0 using non-zero thresholds as suggested by Noi-Meir et al. (1970). According to their definition a species will receive score 1 in a sampling if its quantity exceeds a given threshold. As the authors note, "it would be desirable... to develop a procedure which would search for an optimal threshold for each species". Such a method might help the phytosociologist not only to reduce sampling effort but also to improve the results of multivariate analyses by diminishing "noise" in the data. However, the exact relationship between noise and presence thresholds deserves further research.
3.2.4 Data transformation

Transformation of data prior to multivariate analysis is inevitable if the variables are not commensurable, i.e., they are measured on different scales with different units, such as biomass and density. Similar manipulations may be necessary if the scale is common but there are undesirably excessive differences in the range of variables, for example, species with consistently low or high cover scores. In geometric terms, data transformation is the relocation of the points in data space by means of modifying the scale on the axes. The main types of transformation are equalization and weighting (Onóci 1978a).

Through equalization differences between variables are diminished by adjusting the data to zero mean and unit variance, to unit range, etc. A widely employed method of equalization is the derivation of a new range for each variable which is intermediate between the original range and unity. Logarithmic, square-root or other monotone functions may be used for the latter purpose. Weighting is the assignment of a specified weight to each variable whereby its importance is changed. The weights may be determined arbitrarily or derived from the data. The terms equalization and weighting are inseparable in the sense that equalization implies overweighting of certain variables and underweighting the others whereas weighting may imply equalization of variables which originally were not equally important.

A primary process in data space can readily be defined by the proper selection of transformation functions of the general form:

\[ x' = f(x, c) \]  

(2)

where \( x \) is the original score, \( x' \) is the new value and \( c \) is a parameter selected by the investigator. Only a few of the many possible options for (2) will be mentioned. Logarithmic and power functions, in which \( c \) is an exponential quantity, may be applied to under- or overweight dominant species to the extent specified by \( c \). An exponential function was proposed by R. Clymo (in Van der Maarel 1979a) for the transformation of relative cover data:

\[ x' = (1 - \exp(-c))/\exp(-c) \]  

(3)

where \( 0 \leq x \leq 1 \). For large values of \( c \) the presence/absence situation is approximated. When \( c \) is very small, \( x' \) is approximately equal to \( x \). For large negative values of \( c \) species with high cover values are extremely overemphasized while the others are almost entirely ignored (Fig. 4). Note that this function has a singularity at \( c = 0 \).

3.3 Primary processes in resemblance space

It seems on first sight that a process in resemblance space could be defined in like manner as the transformation processes discussed in the previous section. That is, the resemblance function measuring distance, similarity or other relationship between objects \( i \) and \( j \) may have the form:

\[ d_{ij} = f(X_i, X_j, c) \]  

(4)

where \( X_i \) and \( X_j \) are data vectors pertaining to the respective objects and \( c \) is a parameter (or function) controlling the process. However, there appears to exist no published information, as to this author's knowledge, which treats primary processes in resemblance space. The reason may be that most resemblance functions used in ecology are not suitable to define a process. Minkowski's generalized metric and Rényi's (1961) information of order \( c \) are obvious exceptions. The ecological meaning of the Minkowski functions is not clear, however, except in two well-known forms (Manhattan metric and Euclidean distance). Rényi's information function can be used to generate a family of divergence measures.
3.1 Primary processes in the space of derived variables

A process with respect to a derived variable, $v$, can be established using a function analogous to (2) and (4) given by

$$v = f(X, \epsilon)$$

where $X$ is the data matrix and $\epsilon$ represents the controlling parameter. The possibility of these processes is rather theoretical, most of the functions for derived variables are not applicable. One exception is Rényi's (1961) entropy of order $\epsilon$ which might be used to define a primary diversity process. The ecological significance of changing the value of $\epsilon$ has been studied (Hill 1973b).

3.5 Primary processes in classification and ordination space

A primary elementary process in classification and ordination space might be generated by successive small modifications of the algorithm. Of course, a number of methods are not suitable for this, since their algorithms are completely and unequivocally defined (as the majority of hierarchical clustering and the scaling methods). By contrast, in several methods one or more parameters need to be pre-determined by the user, so it is possible to set the control parameters equal to different values. All non-hierarchical clustering algorithms (Jancey 1966, 1974, Williams and Dake 1965) and some scaling strategies (Obloží 1980) are of this type. It is obvious that a great deal of arbitrariness is involved in the selection of parameters. This supports the view that the performance of these methods can only be evaluated by studying the influence of the series of algorithmic changes upon the results.

3.5.1 Hierarchical classifications

Lance and Williams (1967) gave a common combinatorial formula to describe eight hierarchical clustering methods, defined by
\[ d_{ij,k} = a_i d_{ik} + a_j d_{jk} + \beta d_{ij} + \gamma \cdot d_{ik} - d_{jk} \]  

where \( d_{ij,k} \) is the dissimilarity between group \( k \) and the group obtained with the fusion of groups \( i \) and \( j \). \( d_{ij} \), \( d_{ik} \), and \( d_{jk} \) are the corresponding pairwise dissimilarities (often squared Euclidean distances). The values of \( \alpha_i, \beta \) and \( \gamma \) are strictly determined for seven strategies. In the eighth, the flexible sorting method, the user is faced with an arbitrary choice, and the parameters may be set to any value within the following limitations:

\[ \alpha_i + \alpha_j + \beta = 1; \quad \alpha_i = \alpha_j; \quad \beta < 1; \quad \gamma = 0. \]

As \( \beta \) approaches 1, the analysis produces strong chaining similarly to the nearest neighbor methods. For negative values of \( \beta \) several well-separated and rather homogeneous clusters are obtained resembling the results of farthest neighbor sorting. There is no doubt that a series of hierarchies obtained with intermediate values is appropriate to reveal structural properties of the data.

### 3.5.2 Partitions

The results of non-hierarchical clustering are usually greatly affected by the selection of control parameters. In the simplest cases only a single parameter must be specified, e.g., a reallocation threshold after divisive clustering (Crawford and Wishart, 1968) or the number of clusters (Forgy, 1965, Jancey, 1966, Macqueen, 1967). In the latter case the dependence of results on the pre-determined parameter is obvious. In graph theory clustering, the user must make arbitrary decisions regarding the neighborhood radius by which simply or completely connected subgraphs will be obtained (Estabrook, 1966, van Groenewoud and Isem, 1974). A series of identical partitions may also be generated by intersecting simple and complete linkage dendrograms at the corresponding hierarchical levels. Since any dendrogram represents a hierarchical system of partitions, all of them can be considered in a sense as graphical illustrations of none-hierarchical classification processes.

Some more sophisticated techniques (e.g., Jancey, 1974, Orłóci, 1976) are closely related to nearest neighbour analysis but they require the pre-determination of two or more parameters. These methods are applicable to test some a priori hypotheses about the existence of distinct groups (Orłóci, 1978a). The rapid techniques aiming at the initial clustering of large data sets (Janssens, 1975, Gauch, 1980) should be also mentioned. If only one control parameter is altered and the others are fixed, one can readily define elementary processes.

It is noteworthy that some non-hierarchical techniques do not necessarily produce unique results even if the same control parameters are applied. This is the case when the initial partition is generated arbitrarily or at random.

### 3.5.3 Ordinations

A primary process in ordination space can only be generated if the method requires the pre-determination of some control parameters. A good example is the procedure of parametric mapping developed by Shepard and Carroll (1966). The method seeks a minimal number of dimensions (\( p \)) in which the points (representing species or relevés) are related by some response curves or surfaces which are as smooth as possible. For each predetermined value of \( p \) the Von Neumann quantity

\[ K = \sum_i \sum_j \left( d_{ij} \right)^2 \left( \sum_i \sum_j (D_{ij})^2 \right)^{-\beta \gamma} \]
should be minimized, where \( d_{ij} \) and \( D_{ij} \) are the Euclidean distances between points \( i \) and \( j \) in the data and the ordination space, respectively. The parameters can have any values provided that \( \gamma = \alpha - \beta \). Thus the solution depends on the specified number of dimensions and the arbitrarily determined values of \( \alpha \) and \( \beta \). As Nov-Max (1974) pointed out, the parameter \( \beta \) has a remarkable effect on the resulting ordination. The larger its value, the stronger is the weighting in favour of closely located points, therefore a local smoothness of response surfaces will be achieved. If \( \beta \) is rather small, a global optimum may be obtained.

Other ordination methods which should be mentioned in this context are the multidimensional scaling method proposed by Kruskal (1964) and a multidimensional curve-seeking procedure suggested by Sneath (1966). Both methods have several parameters to be defined arbitrarily.

4. Dependent processes

The literature of the study of dependent processes is scattered, diverse and frequently unaccessible. Therefore any attempt to provide a complete review or just a bibliography would probably end in failure. Some specific questions have already received much attention by ecologists. For example, species/area and variance/block size relationships are very often examined regardless of the main objective of the different surveys. On the other hand, the study of dependent processes in resemblance, classification and ordination space seems less exhaustive, and there is more chance to cover all relevant work. For this reason, the following discussion will attempt to give a more balanced treatment of the topic.

The categorization of dependent processes relies on the nature of two spaces. Possibilities are shown in Table 1. Dependent processes do not exist in real space and they are of little importance in data space; their study is almost completely confined to the others.

<table>
<thead>
<tr>
<th>Space of dependent processes</th>
<th>Data</th>
<th>Derived</th>
<th>Resemblance</th>
<th>Classification</th>
<th>Ordination</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Data</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Derived variables</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resemblance</td>
<td>+</td>
<td></td>
<td>+</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>Classification</td>
<td>+</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ordination</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>+</td>
</tr>
</tbody>
</table>
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4.1 Dependent processes in data space

The lowest level at which the effect of sampling design may be seen is represented by the raw scores for the variables in consideration. In the study of plant communities the most commonly used variables are cover, number of individuals (count), and biomass (yield) within sample plots. Cover is defined either as the area of the perpendicular projection of all parts of individuals of the same species onto the ground (aerial cover) or the actual basal area occupied by the plants. Absolute cover is seldom used, it is rather relativized according to the area of the sampling unit (percentage cover). The counts may also be divided by plot size to give density, the number of individuals per unit area (Curtis and McIntosh 1950). The subject of this section is to study changes of these variables in course of a primary process in real space. Other vegetation variables, for example those frequently used in pattern studies (inter-plant distances, etc.), are not considered here. It is noted that the total cover and biomass of several species are derived variables and will be discussed in 4.2.1.

Most of the published work about the influence of sampling on data is devoted to the question of plot size. Early in this century, Raunkiær (1918) suggested that for the determination of cover the size of plots is theoretically immaterial. He considered plot size as a practical issue saying in as much as "it is easier to estimate correctly on a small than on a large area". Penttä (1945), using artificial communities of randomly arranged cards, showed that percentage cover and density did not vary with plot size. In a steppe community, Molnár and Nosék (1980) examined the changes of living phytomass, number of individuals and absolute cover of five species over plot size. Strongly significant linear correlations were found between each variable and the area in all cases. It might be then concluded that a homogeneous vegetation stand may be sampled by any plot size, but obviously this is not the case. Since the data are usually subjected to further analysis, the sample has to satisfy certain optimality criteria. Depending on the goal of the survey, the between and within plot variances should be minimized or maximized, costs have to be reduced or other conditions met. Therefore, the level of raw data is almost always insufficient to make correct decisions even if the assumption of linearity between variables and plot size generally existed. This problem brings up the importance of derived variables.

4.2 Dependent processes in the space of derived variables

A derived variable is usually defined as an expression combining two or more independent and direct measurements on biological material (Sokal and Rohlf 1973). Green (1979) makes a distinction between four types: ratios, percentages, indices, rates, and he provides examples applicable to environmental studies. However, for the present purposes it seems reasonable to give a broader definition. Any variable which reflects meaningful properties of the data other than those expressed by the measurements themselves will be considered as a derived variable. Most of these are derived from the raw data based on arithmetic operations. The resemblance coefficients are excluded at this time, since they will be discussed separately (4.3), although in special cases derived variables may also be defined based on resemblance matrices (i.e., expected resemblance, section 4.2.10). As a consequence of this definition, total cover, number of species, mean and variance of population parameters usually not considered as derived variables will fall into this category.

4.2.1 Total cover, number of individuals, and phytomass

If interest lies in the determination of total cover, total count, and biomass of all species or a particular subset of species, and data have been recorded at the species level, the necessary information is obtained by summing the corresponding raw scores pertaining to
the same plot. There is at least one report (Molnár and Nosek 1979) suggesting that in a homogeneous vegetation stand the relationship between these derived variables and plot size is significantly linear. In other words, if these variables are relativized to unit area, no significant change will be seen. Similar conclusions were drawn by van Dyne et al. (1963) for production estimates of various plant groups.

4.2.2 The precision of estimates

Determination of cover, biomass per unit area and density for the whole population of a particular species is important for plant ecology and related fields (e.g., production biology, forestry, agronomy, resource inventories, etc.). These variables, especially biomass, are frequently measured for an entire species group or for all the species. The precision of estimates derived from the sample is greatly influenced by the sampling design. The optimization of sampling to achieve high precision is commonly carried out by a statistical analysis of spatial processes. Precision is expressed in terms of variance, sampling variance of the mean or its square root (standard error of the mean) and the coefficient of variation. An "ideal" design would give data with the least variance and would result in an unbiased estimate of the true population mean at the lowest costs. Of course, all requirements cannot be met at the same time in practice.

Intuitively, the precision of estimates at a fixed sample size is inversely related to plot size since higher proportion of the whole population is sampled by larger plots than by smaller ones. However, this relationship is also affected by the spatial pattern of species under investigation. If the population analyzed shows clumped distribution, the variance between plots would increase, and not decrease, over plot size up to the point where the plots approximately equal the mean area of clumps. Further enlargement of plots is not a guarantee of increasing precision because the variance also depends on the pattern of the clumps themselves (cf. Peiloc 1977). Therefore, one might be tempted to accept the more precise estimates obtained by very small plots, as suggested by Green (1979); "the best sampling unit size generally is the smallest possible one, when sampling a given total area for an organism that has an aggregated spatial distribution". However, if the plots are small the sample size has to be increased to reach an acceptable sampling intensity. This problem illustrates that two potential objectives of vegetation surveys, namely the precision of estimates and the detection of pattern are conflicting. Due to the aggregated spatial distribution, abnormally high variances in yield were reported by van Dyne et al. (1963) from sampling experiments with grasses. On the other hand, the increase of precision as a result of plot enlargement is observed in many studies for other species. van Dyne et al. (1963), Wiegert (1967), Thomas and Abou-Ellfitouh (1968) and Ram Babu et al. (1981), among others, provide evidence for biomass data in economically important natural communities. Freese (1961), O'Regan and Palley (1965), O'Regan et al. (1973), Taafe (1979), Fowler and Davis (1979), and Kulo (1966) have drawn similar conclusions about the precision of various forest estimates (number of trees, basal area, volume of timber, etc.). According to Freese (1961), the product of the square root of plot size and the coefficient of variation of timber measurements is approximately constant. This experimental formula gives a good fit to actual data as confirmed by Taafe (1979) and Zidek (1980). For density data O'Regan et al. (1973) found another formula suggesting that the logarithm of variance is a quadratic function of the logarithm of plot size.

It was already mentioned in 3.1.2 that plot shape may significantly influence the precision of cover, density and biomass estimates. The problem of appropriate shape has long been a subject for investigations by agronomists and it was early recognized that long narrow units are effective in reducing the between-plot variance of yield measurements.
(Kalamar 1952, Justesen 1952, Clapham 1932) obtained the same type of results for counts of five herbaceous species in natural vegetation. Hasel (1938), Bormann (1953) and Freese (1961) reported that long plots were superior to squares or circles in reducing variance in forest measurements. Pechanec and Stewart (1940) and van Dyke et al. (1963) evaluated the influence of shape upon plant production in different steppe communities with similar conclusions. The advantage of elongated units over isodiamic ones is due to the fact that the chance of crossing any vegetational or environmental boundaries is higher for the long sample plots. That is, between plot variances are minimized by maximizing within plot heterogeneity. Consequently, in analyzing homogeneous vegetation plot shape seems less critical, although Clapham (1932) recommended the exclusive use of rectangles in Phytosociology stressing that "the soil characteristics which affect plant growth cannot he absolutely constant over an area, however small it may be". Reports on the inconsistency of plot shape with respect to precision, however, do not support the view that this factor is universally important in estimation (e.g., Kulow 1966, Ram Baru et al. 1961). Moreover, if the objective is not estimation, the use of long plots is not necessarily preferable (e.g., in the analysis of interspecific correlations, 4.3.1).

The effect of sample size upon the precision of estimates is mathematically more tractable than any other characteristic of sampling. Therefore, the intuitive feeling that the larger the sample size the higher is the precision may be easily tested. Let \( N \) denote the number of non-overlapping sample plots of a given size and shape completely covering the study area. Supposing that the sampling is free from measurement errors, the mean of a sample consisting of these \( N \) plots would be completely accurate. Let \( n \) be the number of non-overlapping and random plots actually used, and \( S_{\bar{x}} \) be the variance between plots. Then the unbiased estimate of the standard error of the mean is obtained by the formula,

$$\left( \frac{S_{\bar{x}}}{n} \right) \left( \frac{1}{N - n} \right)$$

(refer to any statistical text, e.g., Freund 1967). \( S_{\bar{x}} \) should be minimized to achieve high precision. It is seen that if \( N \) is very large, the finite population correction factor, \( \sqrt{\frac{N - n}{N - 1}} \), becomes negligible and the value of \( n \) is decisive in determining precision. It is also obvious that decreases in standard error are proportional to the square root of \( n \), therefore it is not worth increasing the sample size beyond a reasonable limit. Given a desired accuracy of the mean, a specified confidence interval and an estimate of \( S_{\bar{x}} \) based on a pilot survey, the necessary sample size can be determined (see Cochran 1963, Sampford 1962, Green 1979, for details and examples). The effect of sample size on the precision of yield estimates was studied by Thomas and Abd-El-Fettouh (1968) who suggested that increasing replication number reduces error more rapidly than increasing plot size. Rogers (1980) made a similar survey on percent cover data and showed that the coefficient of variation was rapidly decreasing versus sample size if the plots were randomly arranged.

The relationship between the precision of estimates and the arrangement of sample plots depends on the pattern of variability within the study area. No doubt that in homogeneous vegetation simple random sampling is the obvious strategy. If heterogeneity is indicated by pilot sampling, simple random sampling is considered unsatisfactory, since it is unlikely that the different zones or strata will be proportionally represented in a random sample. Systematic sampling was first thought to be applicable to overcome this difficulty and its superiority was reported from forest studies by Hasel (1938) and Finney (1948). However, other reports comparing systematic and simple random sampling showed that there is little or no gain in precision (Bourdeau 1953, Kulow 1966). In populations with periodic variation the precision
of systematic sampling is sensitive to the spacing of plots. If the sampling interval coincides with the scale of pattern the resulting variance will be extremely low because the other regions are excluded from the sample (cf. Cochran 1963). A smaller or larger spacing, on the other hand, may lead to much higher variance than simple random sampling, as reported by Finney (1950). Obviously, systematic sampling cannot be used to derive unbiased estimates of the sampling variance, and comparison to other designs is not valid on this basis. Cochran (1963) describes a method for objective evaluation and shows that if the variance between units is greater than the population variance, systematic sampling is expected to be more precise than is simple random sampling. This is the case if the population exhibits a linear trend, which should be very rare in natural vegetation. Therefore, another alternative to simple random sampling, namely stratified random sampling, may be more useful in diminishing sampling error. Its increased precision against the simple randomized arrangement has been demonstrated by Pechane and Stewart (1946) for yield and Bourdeau (1953) for density and basal area of trees. The reason for higher precision is that systematic sampling ensures a relatively even distribution of plots within the study area. The gain in precision obtained by proportional allocation of plots depends on the difference between the stratal means: the higher the differences, the more precise is the stratified design compared to the simple random design. By definition, the optimal allocation strategy yields the highest precision, since the number of plots allocated within each stratum is determined in order to decrease the sampling error within strata. A theoretical advantage of stratified sampling is that estimates of sampling variance are valid, but difficulties may arise in delimiting vegetative strata (cf. Knebel 1981).

The effect of spacing upon the precision of estimates is analogous to the problem of plot size/variability relationships in that the objectives of statistical estimation and pattern detection are conflicting. Whereas plot size seems equally important from both points of view, spacing received more attention in a pattern analytical context (see 4.2.1). The influence of spacing on the variance of systematically arranged plots was already discussed. The author is not aware of work examining other aspects of spacing/precision relationships.

The uniform orientation of long plots appears an important factor affecting the variance if they are arranged along a striking environmental gradient and the vegetation is assumed to be homogeneous perpendicular to it. Lafarge (1972) examined this problem using computer-simulated data, but the results did not verify the above statement. Lafarge attributed this to the relatively low length/width ratio of his plots and, following Bormann (1953), recommended the use of more elongated units to improve precision.

4.2.3 The accuracy of estimates

In fact, the goal of any attempt to increase precision is to increase the accuracy of percent cover, density and biomass estimates. The reason that different sampling designs are evaluated on the basis of precision lies in the fact that the population means are not known. The "true" mean of a variable can be determined only by complete enumeration which is very expensive if not impossible in a large study area. Further difficulty is that several samples from the same area cannot be taken independently in the field without the effect of drastic disturbance in the vegetation. These problems render the examination of the accuracy of yield estimates all but impossible. Vegetation mapping and computer simulation of spatial pattern, however, may be used to investigate the accuracy of cover and density estimates obtained by different designs. It is always assumed in surveys that the determination of plant coordinates and cover is free from measurement error and the mean obtained for the whole area is "true". Kulog (1966) used maps of three different forest stands with information on tree diameter. The basal area of trees per unit area was the variable used for
comparison. Plot shape was of no consequence, and the accuracy of random and systematic sampling varied with forest type. The enlargement of plots was very efficient in reducing the deviation of estimates from the population mean. In a very different approach, LAFRANCE (1972) employed different plot shapes to estimate the mean location of species along a gradient in an artificial population. Long rectangles, both in parallel and perpendicular orientation, gave the most accurate estimates for species with aggregated pattern. For randomly arranged species, as might be expected, the plot shape was immaterial and no consistent relationship to accuracy was indicated.

4.2.4 The distribution of variables

Many statistical tests and several methods of multivariate analysis are based on the assumption that the distribution of variables is normal. Symmetric, bell-shaped distribution curves are usually accepted as good approximations to normality. For randomly dispersed populations, the symmetry of the curve of the number of quadrats versus the number of individuals per quadrat is affected by the mean which is in turn a function of plot size (cf. COTTAM et al. 1953). In aggregated populations this relationship becomes more complex. As a rule of thumb to be followed in deciding plot size, GREG-SMITH (1964) suggested to select the smallest area which will not give more blank plots than plots with a single individual.

The distribution of cover data was first examined by WEST (1937) using basal area percentages for several species and with different quadrat sizes. The raw scores were grouped into equal cover classes (as described in 3.2.3), and the number of sampling units was plotted against percentage area for various species and plot sizes. The curves indicated that the distribution of cover class data of a common species was skewed at small plot size, whereas at large plot sizes the distribution appeared to be normal. This experiment was repeated by RICK (1967) with North American species. The skewness of the curves also disappeared and the distribution became symmetric as the plots were enlarged. However, this trend was observed for only three common species. Despite its importance, the normality of variables is hardly ever investigated in recent surveys.

4.2.5 Frequency

The frequency of a species is traditionally defined in Phytosociology as the number of plots in which it occurs, expressed as a percentage of the total number of plots examined (CURTIS and MCINTOSH 1950). In other words, it is an estimate of occupancy expected if a quadrat of the given size is placed randomly within the study site. To avoid confusions, it is noted that in statistics frequency is understood as the observed number of outcomes of a given event (in this case the number of plots in which a species occurs), but now the phytosociological terminology will be used. This concept is the source of much controversy between traditional phytosociological schools. DU RIEZ (1921) claimed that the number of species pertaining to arbitrarily established frequency classes (0-20%, 21-40%, 41-60%, 61-80%, 81-100%: the frequency distribution of RAUNKIAER) is a characteristic of a homogeneous vegetation. and plot sizes larger than the "minimal area" have virtually no influence on this distribution, at least within a considerably broad range (cf. BLACKMAN 1935). It was an apparent challenge for expression of opposing views since it is the homogeneity which ensures that the increase of sampling area will lead to increasing frequencies. Then, not surprisingly, WEAVER and CLEMENTS (1938) commented that "frequency depends so much upon the size of the quadrat employed as to be without value by itself". PENFOUND (1945) concluded from the study of artificial populations that frequencies and the number of species in the frequency classes of RAUNKIAER vary with quadrat size. CURTIS and MCINTOSH (1950) examined the relationship among frequency, density and plot size in a simulated community and demon-
strated that frequency increases more rapidly with increasing quadrat size when densities are great than when densities are low. The shape of Raunkiaer's frequency distribution curve was markedly affected by plot size. The authors concluded that a Raunkiaer distribution is of no value in indicating homogeneity of a community, and may be interpreted only with reference to quadrat size and density. Grego-Smith (1964) pointed out that frequency also depends on the spatial pattern of species. He examined the theoretical influence of sample size on frequency estimates, and demonstrated that the confidence limits for frequency values are too broad if the estimate is drawn from a small sample. As an obvious remedy to this, the use of very large sample size was recommended. In view of the contemporary vegetation studies the debate over the validity of frequencies seems fairly sterile, although species frequency estimates are still used as input data for information analysis (e.g., Williams et al. 1969, Juráš-Nagy 1976, etc.), and not without success.

A relative frequency of a species is obtained by dividing its frequency by the total of the frequency values for all species. Curtis and McIntosh (1950) illustrated that in a homogeneous simulated population the relative frequencies approach the value of 100/n (n is the number of species) as plot size increases. In fact, this result was obtained independently in the florula diversity surveys of field data by Juráš-Nagy and Podani (1983), where zero florula diversity implies equal relative frequencies. This is the result if all species are present in all sample plots (see 4.2.9).

4.2.6 Relative density

This quantity is the percentage of the total number of individuals of a species relative to the total of all species. By definition, this is the estimated probability that a randomly selected individual belongs to this species. Curtis and McIntosh (1950) showed that relative density is largely independent of plot size. The accuracy of the estimate in random populations, however, proved to be subject to plot size and sample size in another study of simulated populations (Cottam et al. 1953). It was demonstrated that accuracy is in fact a function of the number of individuals enumerated in the sample. This is of primary consequence in the species/individual diversity surveys to be discussed in 4.2.8.

4.2.7 The number of species

The relationship between species number and area has been the subject of numerous studies in various fields of biology. In Phytosociology, fundamental ideas of different schools are based on the examination of species/area curves. Before turning to these concepts it is mentioned that a potential source of difference in interpretations is that there is no unified data collection method for species/area curves. Two basic strategies may be used (cf. Greg-Smith 1964, Preisou 1977).

1. A “true” species/area curve is derived from a series of samples in which every sample plot is assumed to be independently allocated, regardless the size of the others. Data for each plot size are then screened and the mean number of species per quadrat is calculated. The estimates of the mean are unbiased since the design is completely random. This ideal strategy seldom occurs in actual studies (e.g., Hall and Okal 1979).

2. Cumulative curves (“collector’s curves”, Preisou 1977) are obtained based on either a nested design or by increasing sample size. In this case data for different plot sizes are not independent, a rare species occurring in one of the smallest or the first plots by chance will necessarily be present in all samples. Although interdependence may be a drawback from a statistical point of view, this method is generally used. Most functions of the type:

$$S = a + b \log x$$ (9)
where S is the number of species and \( a \) denotes area, suggested by several authors (see Green-Smith 1964, for details and references) are in fact approximations to cumulative curves. Other formulae (e.g., Kilburn's function, see below) were also inferred from a nested design. Pielew (1977) discussed the relationship between species-abundance distributions and cumulative species/area curves with relevant conclusions regarding the homogeneity of the community sampled. However, as Pielew herself discovered, species/area curves from plant communities cannot be interpreted in practice. The assumptions of the existence of a log-series or a negative binomial distribution for plants are usually not satisfied (Pielew 1977). Further difficulty is that plant individuals cannot be distinguished in case of many species (e.g., grasses).

The relation of species number to sampled area has been investigated with much effort but apparently with little success. There were many attempts to develop a method capable of selecting a particular point on the curve or on the area axis and thereby characteristic area. The minimal area concept by Braun-Blanquet (1951) relies on the statement that the \( S : x \) curves level off at a given plot size, but this is not always expected to happen in view of more recent studies (cf. Kilburn 1966). Hopkins (1955) examined several communities and found that the \( S : x \) curve was roughly linear for large quadrats. He suggested to use the interception of the projected linear segment and the area axis to determine an "objectively defined area of the community". Kilburn (1966) proposed a "power function" which appeared to give a good fit to the actual data and suggested its first derivative as an objective technique to find optimum plot size. Other, more or less arbitrary techniques are reviewed by Cain and Caston (1959), Green-Smith (1964) and bibliographed by Tuxen (1970). There is no doubt that species/area curves may reflect important intrinsic properties of plant communities but it appears that their use to find characteristic areas for further analysis is not theoretically justifiable. The "objective" area obtained by Hopkins' method was always too small to be biologically significant whereas Kilburn's technique involves an arbitrary selection of "appropriate slope values". However, the fundamental problem with the species/area curve as a basis for optimum plot size determination is that the optimum differs with the purpose of the study. It is sufficient to recall the contradictory objectives of estimation and typification. The optimum has to be found by a technique compatible with subsequent aims and operations. Manipulations with species/area curves cannot satisfy all requirements.

The shape and arrangement of sample plots have been little investigated in this context. These factors have probably no practical influence on the observed species number even in a species rich community if a reasonably large plot and sample size is used. It may be assumed, that very long but small plots are more likely to contain more species than isodiametric ones of the same size (cf. Nøkke 1976). If the sample size is small, the systematic and stratified random designs are expected to indicate more species than a simple random arrangement.

### 4.2.8 Species/individual diversity and evenness

In the past two decades diversity indices were among the most widely used mathematical tools applied to ecological studies. Whereas the discussion of the many available formulae and the criticism of the popular concepts of diversity is beyond the scope of the present work, reference is made to Peet (1974), Pielew (1973) and Green (1979) for exhaustive treatments. The subsequent text discusses the spatial aspects in the way that these relate to the measurement of diversity and evenness.

The diversity of a multi-species population is a function of species number and the number of individuals belonging to each species. In a fully censused population the diversity is exactly known, supposing that there is no error in the counts. If complete enumeration is
impossible, as it is in most surveys, the diversity is estimated from a sample. Clearly, the estimation of the number of species and the relative density of each is improved by increasing the number of individuals in the sample (cf. 4.2.7), therefore the same effect is expected for diversity. Consequently, the increase of plot and/or sample size is an efficient way to improve precision. This is illustrated by Wolda’s (1981) simulated experiment in which the standard deviation of diversity estimates obtained by replicate samples decreased as sample size increased. The shape and arrangement of plots do not appear important unless the total sampled area is small.

Empirical results (e.g., Heyer and Berven 1973, Nosék 1976, Fekete and Kovács 1978) suggest that the curve of diversity estimates versus sampled area (sample or plot size) first increases rapidly, but not necessarily monotonically, as it is approaching the “true” diversity of the community. At large sampled areas the estimates are slightly oscillating and no upward trend can be seen. Diversity curve may serve as a basis for estimating diversity in terms of Shannon’s entropy, as described by Pielou (1975). The relationship among sample size, diversity, and underlying spatial arrangements of species was examined by Kobayashi (1981), using simulated data. He showed that some of the parametric diversity indices were markedly influenced by sample size depending on the spatial distribution. Shannon’s entropy seemed to be the least dependent on sample size regardless of the type of distribution.

The concept of species evenness is closely related to diversity. By definition, the evenness of a community is maximal if all species are equal in abundance and minimal if all but one species are represented by a single individual. Simulations and examinations of real data (e.g., Nosék 1976, Kobayashi 1981) demonstrated that species evenness tends to decrease as the sampled area increases. This is purely a mathematical fact without a biological basis, if the number of species increases at the same time (cf. Pielou 1975). In other words, evenness estimates derived from a sample are usually overestimates of the “true” population value. Therefore species evenness appears of no theoretical and practical significance unless the species number of the community is known (Peet 1974, Pielou 1975). Contrary to animal populations, the determination of species number is not necessarily an impossible task in terrestrial plant communities. The real difficulty with diversity and evenness measurements is that plant individuals are not always distinguishable.

4.2.9 Supraindividual diversity

In the analysis of the vegetation, a fundamental problem is to determine the spatial variation of a community over an area or an environmental gradient. Species/individual diversity is completely uninformative in this respect for obvious reasons. A more adequate approach is due to Juráš-Nagy (1967, 1976) who suggested the use of Shannon’s entropy function to measure the diversity of a sample on the basis of the species composition of each plot. Since the basic unit is not the individual but a collection of individuals (i.e., those present in a quadrat) this kind of diversity is generally termed supraindividual diversity (in case of plant communities it is called florula diversity, cf. Juráš-Nagy and Podani 1983). A substantial difference between this and species/individual diversity is that the spatial dependence of supraindividual diversity is not simply the matter of estimation.

The florula diversity of a sample consisting of m plots is given by,

\[ nHM(A, B, \ldots, S) = n \log m - \sum_{k=1}^{m} f_k \log f_k \]

where \( A, B, \ldots, S \) symbolize species, \( s \) is the number of species and \( f_k \) is the number of quadrats with the \( k \)th species combination (florula). Note that \( 2^s \) different species combinations are possible including the one containing no species (“empty” florula). It is assumed that the plots follow a random arrangement.
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There is evidence in the literature (see the references made in this section) that quantity (10) first increases and then decreases if plot size is increased. The plot size where the maximum is obtained is characteristic of the community and is termed the "maximum area" (JURÁSZ-NAgy and POdAñI 1983). The maximum does not necessarily imply that all the 2^n potential florulas may be manifested in the sample, since most theoretical combinations cannot occur due to the non-random ground pattern of species. By the same reasoning, some particular combinations will be more likely to occur than others. At a much larger plot size florula diversity becomes 0, this is the "minimum area" in terms of florula diversity.

It can be shown that (10) is in fact the joint entropy of the species:

\[ m\hat{H}(A, B, \ldots, S) = m\hat{H}(L) - m\hat{I}(A, B, \ldots, S) \]  

(11)

where \( m\hat{H}(L) \) denotes the estimate of the local distinctiveness of species ("total information", Orlóci 1969, SHEATH and Sokal 1973, "information content", Williams et al. 1969) and \( m\hat{I}(A, B, \ldots, S) \) is the estimate of association (or mutual information) among species. These functions also have maxima, indicating two other characteristic areas, namely the compensatory area and the area of maximum associatum, respectively (see JURÁSZ-NAgy and POdAñI 1983, for more details).

Supra-individual diversity and related characteristic functions have also been applied to crustacean plankton assemblages ("faunal diversity", Dévay et al. 1971, JURÁSZ-NAgy et al. 1973). The changes of these functions during succession were studied by JURÁSZ-NAgy and POdAñI (1983). Local distinctiveness only was measured by Williams et al. (1969) at various clump sizes in multiple nearest neighbor analysis (3.1.5). The extension of these studies to many other community types would be desirable in order to provide further information on characteristic functions as to their potential use in optimizing plot size.

4.2.10 Expected resemblance

Additional information about spatial variability in a community is conveyed by the expected resemblance (similarity or dissimilarity between two random plots). An expectation can be obtained in terms of the non-diagonal elements \((d_{ji})\) in a resemblance matrix:

\[ E(d_{ji}) = 2 \sum_{j=1}^{m-1} \sum_{k=j+1}^{m} d_{jk} (m^2 - m) \]  

(12)

Since the values of the resemblance matrix are not independent, one satisfactory but laborious procedure to estimate the expectation would be repeated sampling based on random pairs of quadrats. Clearly, the expected value is subject to change as plot size is modified. Several past attempts have been made to find characteristic areas on the basis of the spatial dependence of expected resemblance. Gounot and Calléja (1962) found that the mean similarity of sample plots first rapidly and the slowly increases as plot size increases, whereas the variance of similarities is decreasing. They defined the minimal area of the community as the smallest plot size at which the expectation significantly exceeds a "given value". Gounot (1969) claimed that once the plot size corresponding to this minimal area is reached, the mean similarity cannot rise any more. Moravec (1973) applied Sorensen's coefficient to find the minimal area of different communities with varying results. For meadow data, the curve of mean similarity versus plot size appeared asymptotic, at least within the range of the plot sizes used. In two cases, however, the expectations did not show consistent trend, the slight changes were probably due to random variation. For one community, the results were even more different, and the curve showed two striking peaks. The highest value was obtained at
a very small plot size (0.25 m²), the other maximum occurred at 100 m². These two maxima clearly indicated two different scales of pattern, corresponding to the understory vegetation and the tree-layer, respectively. In fact, Moravec's study did not verify Gounot's general statement and it appears that the relationship between plot size and expected similarity is a more complex one than earlier thought. This statement is supported by Dietvorst et al. (1982) who suggested to consider not only binary data but also quantitative scores and dominance relations in determining minimal area. However, the concept of an arbitrary lower bound of similarity was adopted in two of the three different situations they recognized.

At first glance the approach of expected resemblance based on the similarity of binary data, and the concept of florula diversity seem contradictory. The definition of minimum area (4.2.9) implies that the expected similarity is maximum at the minimum area, but this plot size was not reached in the studies by Gounot, Calleja and Moravec. It is obvious, then, that the "minimal area" in terms of expected resemblance is much smaller than the minimum area of florula diversity. The area of maximum florula diversity, however, does not necessarily imply that the expected similarity is minimum at this point, since florula diversity does not reflect direct inter-plot similarities. The simultaneous application of the two methods to the same set of data would be desirable to clarify the relationship between them.

4.2.11 Pattern

The previous two sections have already touched on the problem of spatial pattern. The objective in examining florula diversity and expected resemblance is in fact the analysis of multi-species pattern on the basis of the qualitative description of vegetational plots. This section is devoted to a much more elaborated topic, the study of the spatial pattern of a single species. There are two fundamentally different approaches to this: the quadrat method and the distance method of plotless sampling. The subsequent discussions are primarily concerned with the first approach.

The analysis of plant pattern by the quadrat method has been the subject of many investigations in past decades. The fundamental question addressed is whether the ground dispersion of individuals can be regarded as random, or if not, aggregated (contagious, cf. Pielou 1977, p. 117) or regular. Various measures of the departure from randomness have been suggested, these are discussed in detail by Greig-Smith (1964) and Pielou (1977). Rogers (1974) provides a monograph on the statistical analysis of spatial dispersion by quadrat methods.

In a randomly dispersed population the expected underlying distribution of the number of individuals per plot is Poisson, regardless the plot size. Consequently, the suitably chosen measures (e.g., goodness of fit to the Poisson series, variance : mean ratio) are also independent of plot size. If the measures indicate no significant departure from the random dispersion over a wide range of quadrat sizes, the hypothesis of randomness may be accepted. In natural vegetation, however, randomness seldom occurs (cf. Goodall 1974), although it is commonly assumed for rare species. As Greig-Smith (1964) points out, this conclusion may stem in part from the inappropriateness of quadrat and sample sizes used and the results should not be accepted without reservations.

If the spatial dispersion of plant individuals is non-random, the measures of the departure from randomness will not be independent of plot size (although Pielou 1977, lists two special types of pattern for which this statement does not generally hold true). In a regularly dispersed population very small plots may fail to detect non-randomness, but this problem may be easily overcome. The variance : mean ratio tends to detect more apparent regularity as plot size increases (cf. Curtis and McIntosh 1950, Greig-Smith 1964) if the spatial dispersion is actually regular. It is to be noted, however, that this question is rather
theoretical, since there is no good evidence about the existence of two-dimensional regular pattern in natural populations. The dispersion of desert shrubs was generally thought to be approximately regular, but a recent survey (EBERT and MCMASTER 1981) showed that this conclusion is false.

The overwhelming majority of plant species show contagious spatial distribution, where the individuals are aggregated into clumps as a result of vegetative propagation, environmental heterogeneities or spatial exclusion by other species. In this case the sampling unit size is most crucial, the dispersion may appear random at very small and regular at large quadrats, whereas significant aggregation is detected at intermediate sizes (see the example by KERSHAW 1973, p. 136). Consequently, it seems that the most admissible strategy in the analysis of aggregated populations is a sampling with various plot sizes followed by the examination of dependent processes. The various indices, as mere descriptors of pattern, may be plotted against quadrat size. The shape of the resulting graph provides some useful information about the spatial dispersion of individuals. The point(s) corresponding to the scale of pattern (mean area of clumps, etc.) are indicated by peak(s) which may be readily recognized. The troughs on the graph may be as informative as the peaks, they are indicators of regularity (see e.g., RIPLEY 1978). Theoretically, the use of independent random plots would represent the most satisfactory sampling design, since the results pertaining to each plot size could be compared by statistical tests. The second best strategy would be random sampling by nested plots (Fig. 2a–d), although the possibility of testing significance is lost. In practice, however, the use of grids and transects of contiguous quadrats has become widespread in ecology, since randomization and, especially, repeated sampling with various plot sizes is exceedingly time-consuming and the vegetation becomes more and more trampled as the sampling proceeds. The advantage of systematic sampling lies in the fact that counts of the number of individuals, cover estimates or the weight of clippings have to be determined only one time for each unit, and increasing “quadrat” sizes are obtained by combining these data in some regular way.

A technique of pattern analysis utilizing the information collected from a grid of contiguous quadrats was suggested by GREGG-SMITH (1952) and is commonly referred to as "grid analysis". The fusion strategy of this method to obtain enlarged “quadrats” was already discussed in 3.1.6. The mean square among the m grid cells is examined by a nested analysis of variance. The total sum of squares is apportioned into independent components that derive from the difference between each pair of quadrats within the two-unit blocks, from the difference between each pair of oblong, two-celled blocks within the four-unit blocks, and so forth. The sum of squares specific to blocks consisting of r units is

$$SSQ_r = \frac{1}{r} \sum_{i=1}^{m} x_i(r) - \frac{1}{2r} \sum_{i=3}^{m} x_i(r)$$

(13)

where $x_i(r)$ and $x_i(2r)$ are the number of individuals in block $i$ of the respective size. The corresponding mean square is

$$MS_r = 2rSSQ_r/m.$$  

(14)

Assuming a random distribution of individuals, each mean square is an estimate of the variance of the Poisson distribution for the counts in the grid units. Then, the ratio of mean square/overall mean is approximately 1 for each block size. If the dispersion of individuals is aggregated, $MS$ and, consequently, the variance/overall mean ratio will increase until a block size is reached which approximately equals the mean area of the clumps. If the clumps themselves are regularly dispersed, $MS$ will fall as the blocks are further enlarged, but if the clumps show a random arrangement the mean square will remain about the same level. Two or more peaks
may occur if the individuals are dispersed in a hierarchy of clumps. The same technique may be applied to cover data (Kershaw 1957) or biomass (Morton 1974). The increase of plot size in grid analysis implies a complex primary process (cf. 3.1.6), and the simultaneous change of shape and size may give rise to confounding effects in dependent processes. It is sometimes observed that the graph of MS versus block size has a sawtoothing shape because oblong blocks consistently give mean squares less than those of the neighboring square blocks in the sequence of sizes (Piílou 1977). Due to the alternating shape of blocks, the center-to-center distance between them is not changed when square blocks are combined into oblong ones, and this fact alone may lead to increasing mean squares in a non-uniform population (Goodall 1963). Therefore, instead of fusing adjacent blocks, Goodall (1974) suggested to use the center-to-center distance as conditioning parameter in pattern analysis. Random pairs of quadrats with various distances apart are picked up from the grid without replacement and the specific variances are plotted against quadrat spacing. This technique overcomes the difficulty of the dependence of successive mean squares, and standard statistical methods can be used to test whether a significant difference exists between two spacings.

Other modifications to Greig-Smith’s grid analysis are due to Orlóci (1971) and Zahn (1974). Orlóci used the minimum discrimination information statistic to measure the departure from a perfect regularity (see also Feoli et al. 1982). Confidence limits were experimentally derived to examine whether a pattern is contagious or random. Zahl adopted Schaffe’s S-method of multiple comparisons in estimating the size of patches. This technique requires the use of overlapping blocks. Spatial autocorrelation (Cliff and Ord 1981) was first applied to the analysis of plant pattern by Chessel (1981) and Gloaguen and Gautier (1981).

Kershaw (1957) recognized that the orientation of the oblong blocks from the grid units may considerably influence the shape of the graph of mean squares, if the mosaic patches are not isodiamic. Despite this problem, long transects of quadrats are more commonly used in pattern analysis than two-dimensional grids. Clearly, the results obtained by these two different means are not expected to be the same, since the transect method is capable of detecting only one-dimensional spatial pattern. The use of transects is therefore recommended only in case if there is a good reason in selecting a particular orientation. Greig-Smith’s or Orlóci’s technique can be used, but they are probably very sensitive to the starting position of the transect (cf. Usher 1969). To avoid this, many variants of the original method have been developed (Hill 1973a, Ludwig and Goodall 1978, Feoli et al. 1982). The paired quadrat-variance method suggested by Ludwig and Goodall is based on all possible pairs of quadrats to estimate the variance at each spacing. This method is actually equivalent to the correlogram used in time-series analysis. A recent comparison and review of the quadrat-variance techniques is due to Ludwig (1979). Repetitive one-dimensional patterns can be detected by the paired-quadrat variance method or spectral analysis (e.g., Hill 1973a, Usher 1975, Ripley 1976).

4.3 Dependent processes in resemblance space

Changes in resemblance space are examined considering a primary process defined in either real or in data space. The study may be restricted to a pair of objects (species or quadrats) in which case the dependence of resemblance upon the primary process is simply demonstrated by a profile diagram (e.g., Austin 1968). If all possible pairs of objects are considered, the illustration becomes more difficult and the use of plexus diagrams may be appropriate (Mcintosh 1973). A plexus diagram is undirected and coloured, but not necessarily a connected graph in which vertices represent objects (usually species, e.g., Agnew 1961). Two vertices are linked by an edge of colour ρ, if the resemblance between the corresponding
objects exceeds the threshold \( t \) or, if an appropriate statistic is significant at probability level \( t \). A series of such plexus diagrams may sufficiently illustrate an association process of species in resemblance space (e.g., Feke and Szűkő-Lacz 1973, Matthews 1978). A more adequate approach is the comparison of resemblance matrices by elements to express the similarity of two matrices by a single number. The use of product-moment correlation coefficient, as a similarity index and not a statistic, was suggested by Sokal and Rohlf (1962) for this purpose. Since then matrix correlation has been widely used by taxonomists (cf. Rohlf and Sokal 1981) but the number of ecological applications is limited (e.g., Orlóci and Mukkattu 1973, see below).

### 4.3.1 Resemblance between species

It is often emphasized by plant ecologists that interspecific association is greatly affected by the size of sample plots. Greg-Smith (1964) warned that the interpretation of interspecific associations is difficult if the analysis is based on a single plot size. It seems, however, that the use of various plot sizes does not necessarily facilitate the assessment of interspecific associations. Greg-Smith himself pointed out that there are at least four possible causes of the dependence of associations upon plot size. Accordingly, it is not always known what causes can be accounted for by the changes.

As yet, plot shape and arrangement have not been investigated in this respect. It is easily seen, however, that isodiometric units give the most acceptable results since elongated units may indicate positive correlation between two species that are actually far apart in the field. In a heterogeneous area stratified random sampling is expected to give more reliable indication of interspecific associations than a simple random design. In this case the proportional allocation of plots is an extremely important condition. Intensive sampling within a given stratum, from which the species considered are missing, may indicate abnormally high positive associations (Bray 1956, gave an example).

An interesting approach by Nov-Meir (1971) should be mentioned. He explored the effect of quadrat size on the ratio of qualitative and quantitative components in the correlation matrix of species. It was found that the larger the quadrat size, the more important is the quantitative component in the resemblance matrix.

### 4.3.2 Resemblance of quadrats

Orlóci and Mukkattu (1973) presented two examples for the use of matrix correlation in ecology. They investigated the effect of species number and individual count limit (3.2.3) on the resemblance structure of quadrats. Resemblance matrices were calculated using the most complete data as well as using simplified data sets. The amount of distortion was determined by comparison with the initial matrices. These processes were illustrated by stress profiles. The authors found that the loss of information was negligible if 40% of the species were deleted, and if the individuals were not counted beyond 100.

### 4.4 Dependent processes in classification and ordination space

From a phytosociological point of view, the purpose of the analysis of various dependent processes in other spaces is in fact to find optimum sampling characteristics and data type for an adequate study and description of vegetation. Then, the main question is to what extent are the classifications and ordinations of phytosociological entities influenced by different primary processes? Past attempts to find an answer are not by far commensurable with the importance of this problem.
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4.4.1 The effect of sampling

The first study on the influence of plot size upon hierarchical classifications is undoubtedly due to Kershaw (1961) who performed normal association analysis based on two quadrat sizes. He found that three species were constant of the first four divisive species. The lower divisions were rather unstable. NOY-MEIR et al. (1970) made a broad survey of a desert community and, regarding association analysis results, similar conclusions were drawn: the divisions at lower levels were much more affected by quadrat size than at the highest level. Subdivisions at the smaller quadrat sizes were usually more meaningful than corresponding ones at larger sizes.

These two reports might suggest that plot size is not necessarily crucial in finding plant assemblage types, since the lower level changes are not significant. However, it is not known a priori that plot size would not considerably influence the results. It seems then that the use of various plot sizes is the most desirable sampling strategy for classifications. If the final results suggest that the group structure is stable within a broad range of plot sizes, it may be concluded that the analytical characteristic area (ACA, cf. 3.1.1) is not a fixed size, but an interval and its exact determination is unnecessary. In this case the sites consistently occurring in the same groups can be selected to find a reliable basis for the description of the types. In addition, the quadrats with uncertain group membership give useful information whether the discontinuities in the sample are strong or weak.

If considerable differences occur between classifications based on various plot sizes, the determination of the optimum cannot be avoided. Since there is a good reason to presume that the optimum differs with community types, the only theoretically acceptable method would be an iterative strategy. A possible example is as follows:

1. Determine the analytical characteristic area for the whole sample, using the appropriate function $f_2$.
2. On the basis of the classification of quadrats equal to ACA in size, select $n$ groups as candidates for types.
3. Find the characteristic area, CA, within each class employing function $f_1$. The analysis ends if
   a) $ACA = CA$ for all i, that is the plot size corresponds to all characteristic areas, or
   b) $ACA = CA$ for $n - 1$ types, so that a new iteration step is unnecessary. Otherwise go to the next step.
4. Now it may be assumed that the probability of misclassification is the lowest for a group whose characteristic area is best approximated by ACA. The composition of this group is considered final, and all of its quadrats are removed from the sample. Then, the ACA for the remainder is determined. The analysis returns to step 2, if the new ACA differs from the previous one. However, if there is no change in the size of ACA, other groups have to be selected and removed until the new ACA becomes different or all classes are established.

No doubt that many conditions have to be fulfilled in such an analysis, and therefore the above algorithm represents an experiment rather than a practical strategy. The range of plot sizes should be large enough to capture all characteristic areas and the size increment should be small enough to allow for the discrimination between them. Further requirement is the compatibility of functions $f_2$ and $f_1$. Preferably, these functions should give minimum curves for CA (to ensure within group homogeneity) and a maximum curve for ACA (to facilitate type recognition) in terms of sample heterogeneity. Many techniques suggested to determine characteristic areas do not appear satisfactory for this purpose.

MATHES (1979) substantially contributed to the problem of plot size/classification relationships. Classifications of quadrats based on four different sizes were evaluated by multiple discriminant analysis at four hierarchical levels (2-, 4-, 8- and 16-groups). There was
a good agreement between results using different quadrat sizes at the 2- and 4-cluster levels although the reduction in plot size increased the overlap between the confidence circles of groups. At levels of higher resolution (8- and 16-groups) the tendency to an increase in overlap with decreasing plot size was more marked. In general, the largest plot size gave the clearest and most interpretable result. This study implicitly suggests that at optimum plot size the discrimination among groups is the strongest. By measuring the overall discrimination, however, only an overall optimum is found, but it may be more adequate to measure the degree of overlapping separately for each type. In this way the plot size can be selected at which the given type is most clearly distinguished from the others.

When the objective of clustering is not typification but the elucidation of small-scale pattern, quadrat sampling may prove less useful as demonstrated by Williams et al. (1969). An agglomerative method, namely a type of information analysis, was applied to a pattern study in a rain-forest vegetation. Data were obtained at three quadrat sizes and with plotless sampling using four different values of neighborhood radius. Classifications of quadrats were hardly interpretable at any size, while the multiple nearest neighbor method produced meaningful results.

The problem of appropriate quadrat size in ordination studies has to be treated separately. At first sight ordinations seem less sensitive to small changes in the data than classifications. Whereas the increase of plot size may result in negligible rearrangements of points in ordination space, the same change may cause the reallocation of sample sites from one group to another. Of course, this statement has to be validated by actual studies.

Ordination of species at different plot sizes was studied by Novák and Anderson (1971) in a complex manner. Variance-covariance matrices were calculated for each plot size. The matrices were added and then the combined matrix was subjected to principal component analysis (PCA) to obtain an integrated ordination of species. The eigenvalues of the combined matrix were partitioned into contributions from plot sizes. These values were plotted against plot size similarly to pattern analysis. The characteristic area of the community stand was then defined as the plot size where the most striking peak occurred. The method, known as "multiple pattern analysis", was also used by Walker et al. (1973) and Williams et al. (1978).

Feke and Szöcs (1974) used a novel approach. The 12 oak-forest species involved in the study were analyzed by PCA using different resemblance coefficients and four plot sizes. Subsequently, the species were classified by sum of squares agglomeration based on the component scores. It was demonstrated that plot size has a remarkable influence on interspecific associations. This effect was most substantial when the correlation coefficient was used.

Species interrelationships were also analyzed by Matthews (1978) who used principal component analysis and multidimensional scaling (MDS) at four plot sizes. The two-dimensional arrangement of species obtained with MDS served as a basis for plexus construction. The ordinations by PCA and MDS were in general agreement, although considerable differences occurred regarding the detailed structure. Results based on the smallest plot size were the most different from the others. Goff and Mitchell (1975) compared species ordinations obtained at extremely different levels represented by plot and stand data. The results were fairly similar, although the degree of similarity was influenced by the type of data used. Some comments were already made on the influence of plot shape, arrangement and sample size in sections 3.1.2–4. This problem is not discussed here again, since no quantitative analyses have been reported on this subject.

4.4.2 The effect of processes in data space

The dependence of ordinations upon the number of species was investigated by Austin and Greig-Smith (1968). They found that the less abundant species contributed very little to the ordination of rain-forest stands. It is generally thought that the removal of rare species
has no practical influence on classifications (e.g., species removal prior to association-analysis is a common practice). However, this problem should be exhaustively explored using species ranking followed by successive deletion of less important species.

Goff (1975) compared species ordinations resulting from different numbers of species. The successive changes of the initial 10-species configuration were differing with the resemblance function used. In the case of the correlation coefficient, the change was most substantial when the next five most common species were included, additional species had relatively smaller influence. By contrast, when Cohn’s index was used, the addition of the last six species caused the greatest change.

The use of higher taxonomic ranks in phytosociological ordination was proposed by van der Maarel (1972). He performed principal component analysis on 51 plant communities on the genus, family and order levels. Synecologically interpretable ordinations resulted, but only ordination at the order level was published and discussed. Dale and Clifford (1976) employed divisive information analysis to classify a small set of data at five taxonomic levels. All classifications were similar, but similarity to the species-based classification declined as taxonomic ranks increased. It was recognized that the two highest levels (subfamily, family) were not meaningful. On the contrary, in a large-scale investigation, Del Moral and Denton (1977) found the family-based classification and ordination well-interpretable. In summary it appears that the larger the scale of a given survey the higher are the taxonomic ranks appropriate for analysis.

The influence of data standardization and transformation upon the results has been discussed by several authors (see Orósio 1978a, for review). However, very few studies were devoted to spatial changes whose series may be regarded as spatial processes. In fact, only two papers were found relevant, one by Jensen (1978) and another by van der Maarel (1979b). They both analyzed sets of phytosociological data using different transformations generated by a general exponential function derived by van der Maarel (1979a, b). Both authors have drawn the same conclusion that intermediate transformations gave always the most "acceptable" results.

4.4.3 The number of clusters

A fundamental question in the cluster analysis of vegetational entities is whether there exists a group structure in the data, and if so, what is the number of distinct groups? This topic will not be discussed here in detail, only a few relevant points will be made. In hierarchical clustering the cut-off level is to be determined below which the subdivision of clusters reflects no real group structure. The process of the analysis may be arrested at a termination point specified by some external criterion (stopping rule) in divisive clustering. However, in the agglomerative or the non-hierarchical methods stopping rules do not apply and the only strategy is the evaluation of a classification process represented by an increase in the number of clusters.

One possibility to test the goodness of classification is offered by discriminant analysis as shown by Matthews (1979). Despite the limitations, i.e., the equality of variance-covariance matrices have to be assumed and the probability level or the dimensionality of the discriminant space are arbitrary, the method is considered robust enough to give useful information about the existence and number of clusters. A simpler alternative applicable to a series of partitions is to examine some ratio of within-group and between-group variances (e.g., Ratkowsky and Lance 1978, Ratliff and Pieper 1981) or average similarities (Popma et al. 1983).
4.4.4 The effect of successive algorithmic changes

A classification process generated by successive alterations of the algorithm was explored by Lance and Williams (1967) in connection with their flexible strategy. An "ecological data set" was classified using six values of \( \beta \) (3.5.1) falling within the interval \([-1, 1]\). Although the authors were unable to define rigorously the value of \( \beta \), Williams (1976) in his summary stated that \( \beta = -0.25 \) seems to meet most users' requirements.

The effect of different values for parameters \( x \) and \( \beta \) (3.5.3) in parametric mapping was investigated by Noy-Meir (1974) using several sets of simulated and actual data. He found that \( x = 4 \) and \( \beta = 0 \) gave the best results. However, some computational problems occurred when these values were applied to large data sets. Therefore the use of this method for the analysis of realistic data depends on the further improvement of the computer programs.

5. Concluding remarks

In Vegetation Science, there are no universally applicable methods of sampling or data analysis. Although the results are not necessarily influenced much by the surveyor's decision in selecting plot characteristics, data type, resemblance function, and multivariate technique, an uncertainty is always present: one cannot predict whether the subjective choices will have significant impact on the conclusions. The present work emphasizes that the problem can be alleviated by studying the processes associated with the different stages of vegetation analysis.

Extending Junáš-Nagyi's (1967, 1976) concept of the dynamism in interspecific associations, a process is defined as a series of changes in real or abstract space encountered by the survey. The different spaces themselves also constitute a series, permitting the distinction of two basic types of processes. Once the primary processes are defined in a given space, the dependent processes are automatically generated in the subsequent spaces. The most frequently used primary processes include changes in plot size and the different data manipulations. The dependent processes are usually represented by a series of classifications, ordinations, resemblance matrices or measurements of a derived variable. Further distinction can be made among primary processes according to the number of controlling parameters simultaneously changed. Accordingly the process is either elementary or complex. It is stressed that complex processes should not be studied until the effect of single controlling parameters is sufficiently known.

In the real space only primary processes can be defined. Most of these are related to one of the four sample plot characteristics; but processes can also be defined in plotless sampling. It was shown that in addition to changes of plot size and shape, sample size, plot spacing and orientation, the non-preferential designs of plot arrangement also constitute a process. The application of processes in real space may help the surveyor to optimize sampling.
design, to recognize trends and pattern, and to obtain information about the stability in the results of multivariate analyses.

Manipulations of the data, with the exception of some standardization techniques, can generate primary processes in the data space. The reduction of the dimensionality of data space and the simplification of data type may be used in a pilot study to reduce sampling effort and cost in the main survey. Transformation processes are useful in examining the influence of data type on classifications and ordinations. No sharp distinction can be made between the change of the number of points in data space and the change of sample size.

The primary processes in the space of derived variables and in the resemblance space are of minor importance. In the ordination and classification spaces, processes can be defined if one or more algorithmic parameters need to be specified by the investigator. Non-hierarchical clustering strategies, and some scaling and hierarchical clustering techniques, permit specification of parameters.

It is pointed out that the different spaces are not equally important in the study of dependent processes. However, this fact alone does not account for the unbalanced treatment of the topic in the literature. Most surveys deal with the change of derived variables when affected by sampling, whereas classification and ordination processes received much less attention. One goal of the review embedded in the discussion of dependent processes was to show many unexplored possibilities.

The objective of generating primary processes is to bring about dependent processes that may be informative for various purposes. The diversity of possibilities is most striking in the case of derived variables; the precision and accuracy of statistical estimates, different vegetation parameters and the detection of pattern are all influenced by primary processes in the real space. In fact, Vegetation Science often relies on methods whose principal strategy involves a spatial process in the space of derived variables (pattern analysis, supraindividual diversity studies, etc.).

In the resemblance space, the change of interspecific associations is the most exhaustively examined process. The resemblance of quadrats, especially as affected by sampling, seems just as essential, but much less investigated.

Among the final results of vegetation analysis, the classifications and ordinations are most influenced by the surveyor's decisions. Therefore, in theory, the analysis of ordination and classification processes should constitute the basis of most vegetation surveys. Of course, it would be very expensive and cannot become an everyday practice, but some case studies can be performed to examine some principal questions. However, such a survey is conditioned by the availability of appropriate techniques for the evaluation of results.
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